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WELCOME TO VANCOUVER 

The 1985 North American Radio Science Meeting and InternationallEEE/ 
AP-S Symposium are jointly sponsored by the United States and Canadian 
National Committees for the International Union of Radio Science (URSI) and the 
Institute of Electrical and Electronics Engineers Antennas and Propagation 
Society (lEEE/ AP-S). All commissions of URSI have been invited to participate. 
The technical sessions will be held from Monday June 17 to Friday June 21, 
1985 on the campus of the University of British Columbia, Vancouver, Canada. 

For many years Canadian radio scientists and AP-S members have found a 
welcome forum for their work at the annual meetings of the USNC/URSI and 
IEEE/ AP-S and on a few previous occasions they have been hosts. Joint US/ 
Canadian URSI meetings were held in Ottawa in 1961 and 1967. IEEE/ AP-S co­
sponsored an URSI symposium on Electromagnetic Wave Theory in Toronto in 
1959. Only once before has the annual joint meeting between USNC/URSI and 
IEEE/ AP-S been held in Canada; at Laval University, Quebec, in 1980. 

Canadian radio scientists and regional members of IEEE/ AP-S take this 
opportunity to extend a warm welcome to their colleagues from the U.S. and 
abroad. We hope your visit to the Canadian west coast will be useful and enjoy­
able. 

BIENVENUE A VANCOUVER 

La Reunion radio scientifique nord-america.fne et Ie Symposium de la 
Societe antennes et propagation de I'IEEE (1985} sont conjointement parraines 
par les comites nationaux americain et canadien de "Union radio scientifique 
internationale (URSI) et la Societe antennes et propagation (AP-S) de I'lnstitute 
of Electrical and Electronics Engineers (IEEE). Toutes les commissions de I'URSI 
ont ete invitees a participer. Les seances techniques se tiendront du lundi 17 juin 
au vendredi 21 juin 1985 sur Ie campus de l'Universite de la Colombie­
Britannique, a Vancouver (Canada). 

Les scientifiques canadiens specialistes de la radio et les membres de la 
/sDGi~t~ .AP"S presentent depuis de nombreuses annees leurs travaux a la 
reunion annuelle du Comite national americain de I'URSI et de la Societe 
antennes et propagation de I'IEEE; ils ont deja eu quelquefois I'occasion d'€ltre 
les hotes de la conference. Les reunions mixtes des comites nationaux ameri­
cain et canadien de I'URSI ont eu lieu a Ottawa en 1961 et 1967. La Societe AP-S 
a co-parraine un symposium de I'URSI sur la theorie des ondes electromagne­
tiques; ce dernier a ete tenu a Toronto en 1959. La reunion annuelle mixte du 
Comite national americain de I'URSI et de la Societe antennes et propagation de 
/'IEEE ne s'est tenue qu'une seule fois au Canada; elle avait ete organisee en 
1980 a l'Universite Laval (Quebec). 

Les scientifiques canadiens specialistes de la radio et les membres 
regionaux de la Societe antennes et propagation de I'IEEE profitent de cette 
occasion pour souhaiter la bienvenue a leurs collegues des Etats-Unis et 
d'autres pays. Nous esperons que votre sejour sur la Cote Ouest du Canada sera 
a la fois utile et agreable. 
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Metrologie des antennes 

1 SPHERICAL NEAR-FIELD MEASUREMENTS FROM A "COMPACT-RANGE" VIEWPOINT. A.C. 
Ludwig. General Research Corporation. Santa Barbara. CA. USA; F. Holm Larsen. Technical University 
of Denmark. Electromagnetics Institute. Lyngby. Denmark 
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A-l-l 

SPHERICAL NEAR-FIELD MEASUREMENTS FROM A "COMPACT-RANGE" VIEWPOINT 

A.C. Ludwig, General Research Corporation 
F. Holm Larsen, Technical University of Denmark 

For a conventional near-field measurement, the field is sampled on 
a sphere surrounding the antenna under test. The far-field pat­
tern can then be found by a spherical wave near-field to far-field 
transformation. An alternative to this approach has been sug­
gested at University of Sheffield [Bennett and Schoessow, Proc. 
lEE, 19781 where a plane wave is synthesized in a region around 
the antenna by numerically combining the fields from an array of 
probes distributed over the spherical measurement surface. 
Although the implementation is quite different, the concept is 
basically the same as a compact range. 

It is not the intent of this paper to suggest that a full spheri­
cal array should be used to test antennas. However, analyzing 
spherical near-field probing from this viewpoint provides useful 
results. For the conventional analysis of the accuracy of spheri­
cal near-field probing, it is necessary to select a specific 
antenna to be tested; near-field data for the antenna are then 
generated analytically, processed using a spherical wave transfor­
mation to the far field, and the results compared with far-field 
data generated analytically for the same antenna [Jensen 1970, 
19781. This conventional method has the advantage that very spe­
cific results are obtained in regard to the errors in gain, beam­
width, etc., but the disadvantage that the results apply only to 
the particular antenna being modeled. The viewpoint adopted in 
this paper, in which the quality of the plane wave is evaluated, 
has the advantage of applying to ~ antenna under test, but the 
disadvantage that the results are not easily translated into spe­
cific errors in gain, etc. Therefore, the two methods are in fact 
quite complementary. Another complementary feature is that creat­
ing a plane wave with weights produced by a processing technique 
for spherical near-field probing is a very convincing check that 
the processing is numerically valid. 

Weights were computed, including probe compensation, using an 
algorithm described elsewhere [Larsen, 19791. The probes were on 
a 67 wavelength radius sphere at 6 0 increments in e and~. This 
is appropriate for measuring a 4.8 wavelength radius antenna. The 
conjugates of the weights for computing the field in the z direc­
tion were used as element excitations for a spherical array, and 
the exac't fields calculated inside the sphere. Deviations in" 
amplitude and phase from a perfect plane wave were then evaluated, 
for all polarizations of the E and H field. As an example, the 
phase error in one plane is less than 0.1 0 within a 4-wavelength 
radius, and the amplitude error less than 0.001 dB. 
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MEASUREMENT OF THE SCATTERED FIELD 
FROM A SATELLITE STRUCTURE 

J. Hau Lemanczyk and F. Holm Larsen 
Electromagnetics Institute, Technical University of Denmark 

A-1-2 

One of the recent major measurement projects carried out at the TUD­
ESA spherical near field test facility (ref. J. Hansen, European Space 
Agency publication BR-19, April 1984) has been on the telemetry and 
telecommand (TM/TC) antenna on the German Communication Satellite DFS. 
The antenna was to be measured on the satellite structure complete with 
solar panels. However, due to its size, measurements were carried out 
on a scaled model (1:2.5) which measured over six meters in total length. 
At a measurement frequency of 5.534 GHz, this dimension is almost 115 
wavelengths. This necessitated a measurement density on the spherical 
surface of 0.5

0 
in both theta and phi equalling 260281 sample points, 

each consisting of two orthogonal field components in amplitude and 
phase. A description of the antenna and results of the measurements 
have been presented recently (ref. Fasold at al., ICAP 85, Warwick, 
England) . 

The construction of the model was such that the boom on which the 
TM/TC antenna was mounted also served as the main bearing structure 
for the model. Thus the satellite body and panels could be removed. 
The location of the antenna in the spherical coordinate system could 
thus be precisely maintained. Measurements were carried out with and 
without the presence of the satellite body and solar panels. The 
availability of amplitude and phase over the entire sphere for these 
measurements meant that the fields from the cases with the satellite 
body and solar panels present and not present could be subtracted. 
The difference field is the scattered field of the satellite and 
solar panels. 
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EVALUATION OF SPHERICAL NEAR-FIELD MEASUREMENTS 

Frank Jensen 
TICRA A/S, DK-1114 Copenhagen, Denmark 

During the last decade the requirements to antenna testing have 
increased concurrently with the demands for antenna performance. 
From early stages measuring simple spot beam antennas, the an­
tenna testing today comprises measurements of complex systems as 
antenna farms on modern communications satellites. For such systems 
not only the usual beam parameters shall be measured but also 
parameters for electromagnetic compatibility between different 
antennas and different beams must be determined with high accura­
cy. 

The mathematical background for determining antenna far-field 
parameters on the basis of near-field measurements is now well 
established, and reliable and fast software codes have been 
applied for this purpose throughout several years. New near-field 
test ranges have therefore been built on this basis, and several 
are believed to be constructed within the next years. 

For the design of a test range it is important to know the toler­
ances, mechanical as well as electrical, which are required for 
the various parts of the set-up. Such tolerances may conveniently 
be determined by computer simUlations of the complete test set-up. 

The paper describes design procedures for near-field test ranges, 
with special emphasis on the spherical technique. The performances 
are evaluated by the software package FACSIM/SNIFTD. Different 
mechanical solutions are discussed 

elevation over azimuth rotation in antenna tower 
- probe guidance with gantry arm(s)/robotic arm 
- modulated dipole array scattering, 

and various ways of scanning are considered: 

- full sphere/truncated measurement surface, 
- polar grid/equatorial grid. 

Qualitative as well as quantitative considerations are presented. 

4 



A-1-4 

COMPARISON BETWEEN 
MEASUREMENTS AND SIMULATIONS OF INACCURACIES 

IN SPHERICAL NEAR-FIELD MEASUREMENTS 

A. Frandsen 
TICRA A/S, DK-1114 Copenhagen, Denmark 

Abstract. Since its inception in the mid seventies, the spherical 
near-field antenna test facility at Electromagnetics Institute, 
Technical University of Denmark (TOO), has gone through several re­
finements and improvements, so that the facility has now reached a 
mature stage of an automated near-field range for accurate testing 
of spacecraft antennas. 
As a part of this development TICRA has undertaken to develop a com­
puter program, FACSIM, for simulation of mechanical and electrical 
inaccuracies in spherical near field set-ups. The need for numerical 
simulations and error analysis ~~as recognized at an early stage, since 
it would facilitate the identification of critical items in a measu­
rement set-up. As for the facility itself, the development of FACSIM 
has undergone several improvements, and it appears now as a highly 
flexible program for simulating errors in spherical near-field test 
facilities. Extensive simulations have previously been carried out to 
evaluate the TUD-facility. In the present paper the results of simu­
lations are verified by comparisons to measurements. 
Since it is imperative for a sound comparison that the error sources 
are easily identified and - preferably - dominating over other, less 
controlable errors, it was decided to introduce large mechanical er­
rors in the measurements, so that the effects of these would prevail. 

Two series of measurements were carried out by TUO, one with an initial 
offset error in the definition of 8=0, and one with a displacement of 
the horizontal axis away from the vertical axis. The test antenna was 
the OTS Spotbeam reflector antenna, a 30A-diameter rotationally symme­
tric paraboloid with 4 struts carrying the feed. It was mounted with 
its nominal bore sight towards the probe for 8=0, and the antenna was 
scanned in ~ and stepped in 8. The frequency was 11.7 GHz, and the 
measurement distance was 64.2A, ~3.6% of the Rayleigh distance. Accu­
rate reference fields were also obtained. A Potter horn with known 
probe-coefficients were used to measure the near fields and probe 
correction was applied in the transformation to far fields. 

For the same range of errors, 
simulations were carried out 
for an idealized model of the 
OTS antenna, where the effects 
of blockage were neglected. 
The results of comparisons for 

Inacc. in Main Beam Directivit 
1.1 

dB 

e.s 

typical pattern parameters will e.e +-------,.,.~-------t 
be presented, showing in general 
good agreement between measure­
ments and simUlations, thus 
validating the usefulness of 
error analysis by computer simu-
lations. An example is shown in 
the figure to the right. 

-e.s 

·1.el-r-~--r-~--+-~--r-~--i 
·1.e ·e.5 8.e e.5 1.1 

Axis displacement 
The present work was carried out for Electromagnetics Institute under 
ESA Contract No. 4682/81/NL/MS. 
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INNOVATIONS AND EXPANDED CAPABILITIES IN ANTENNA 
MEASUREMENTS FROM SPHERICAL NEAR-FIELD SCANNING 

Doren W. Hess, John R. Jones, Curtis Green, Bruce Melson 
Scientific-Atlanta, P.O. Box 1050Z7, Atlanta, GA 30348 

Over the past twenty years research and development efforts have 
led to implementation of spherical near-field antenna measurement 
ranges. These facilities provide the capability to determine the far-field 
radiation pattern and gain of microwave antennas from near-field 
measurements. The essential features that the control systems and 
computer systems possess are: automatic data acquisition, near-field to 
far-field computation, and automatic data display. The early 
development efforts were focussed on these items. 

Recently, more sophisticated features have been shown to be useful 
and have been added to modern systems. The additional items include: 
automatic gain comparison measurement, probe antenna polarization 
correction, probe antenna pattern correction, automatic thermal drift 
correction,and output format selection. These features significantly 
enhance the accuracy and versatility of near-field antenna measurements. 

More importantly however, as by products of the development of 
spherical near-field scanning, certain additional capabilities have been 
brought into the realm of conventional antenna measurement 
technology. These features were previously utilized only in research 
laboratories as specialized procedures. They are now available as 
industrial technology. Theyare: three antenna polarization 
measurement, two antenna polarization transfer, spherical wave modal 
analysis, and near-field to near-field radial transforms. 

In this paper we describe these innovations and present 
measurement results which illustrate their use. 
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SPHERICAL NEAR FIELD MEASUREMENTS AND 
TEST FACILITIES IN EUROPE 

Peter J. Wood 
Canadian Astronautics Limited 

Ottawa, Canada 

A-1-6 

In comparison to the well established "far field test range" 
method of antenna testing, near field measurements offer 
improved accuracy of charaterisation, freedom from Rayleigh 
range restrictions on antenna size, and the possibility of 
indoor testing of quite large antennas. They can also obviate 
the need for rotation of a fragile spacecraft antenna. 

In the spherical near field system, a conventional antenna 
positioner may be used. With the present trend of antenna 
measurement instrumentation to full digital automation for 
"conventional" measurements, the cost of a near field facility 
need not greatly exceed that of its "conventional" counterpart. 
The near field facility can actually be used in "conventional" 
mode when required simply by disabling the processing algorithm. 
In relation to a planar probing near field system, the spherical 
version is useful and accurate over a wider range of test 
antennas, and can be operated wi th a smaller number of field 
samples, reducing the measurement time needed for a test. 

A spherical near field facility uses a NFFF (near field/far 
field transformation) using vector spherical waves. Matrix 
algori thms were developed by Wacker (NBS), and Larsen (TUD) , 
gi ving a rigorous correction for the measurement probe 
characteristic. The orthogonality formulation developed by Wood 
at MRC (Marconi Research Centre, UK) permi ts a wi de range of 
test geometries in that the test antenna does not need to lie 
over the centre of rotation to realize full measurement 
accuracy. It is particularly well suited to the measurement of 
shaped beam reflector antennas. 

Spherical near field facilities have been constructed at MRC in 
the UK and the Techni cal Uni versi ty of Denmark. The MRC 
facility (Marconi Review 204 and 205) has been used extensively 
for spacecraft antenna measurements. It has an absolute 
accuracy of 0.07 dB, as has been verified by independent far 
field (MRC) and cylindrical probing (British Aerospace Dynamics 
Group) measurements. 
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THE DEVELOPMENT OF PROBE CORRECTION 
IN SPHERICAL NEAR-FIELD MEASUREMENTS 

Flemming Holm Larsen 
Electromagnetics Institute 

Technical University of Denmark 
DK-2800 Lyngby, Denmark 

During the last fifteen years spherical near-field measurements have 
been developed into a highly accurate method of antenna far-field de­
termination. Although good accuracy in many cases can be obtained 
by assuming the probe antenna to measure the near field at a single 
pOint, use of a directive probe and correction for the probe receiving 
pattern offers the possibility of increased accuracy. The reason for 
this is that a directive probe suppresses reflections from the sur­
roundings, gives a larger signal, and lias polarization characteristics 
which are more independent of the structure behind the probe than a 
low-gain probe. 

The theoretical foundation for probe correction in spherical near 
-field measurements was given in the Ph.D. thesis by Jensen, 1970. 
In the equations with probe correction, the signal received by the 
probe is described in terms of rotation coefficients for spherical 
waves rather than the spherical vector waves used to describe the 
E and H field. Wacker [NBS IR 75-809, 1975] pOinted out that the 
USe of orthogonality integrals is greatly facilitated by restrict­
ing the probe to have spherical waves with m = ±l only. In addi­
tion, he showed that the integrals can be calculated efficiently 
from the Fourier transform of the measured data not only in ~ but 
also in 8. The first spherical measurements with probe correction 
were described in [Larsen, Electronics Letters, 1977]. [Larsen 
and Hansen, IEEE. AP-S, 1979] demonstrated that by restricting the 
m = ±l probe further to have rotational symmetry, it is possible 
to correct for different axial ratios of the two ports of a dual 
-polarized probe. From the beginning it has been clear that mea­
surements without probe correction, i.e. with a small dipole as 
probe, is a special case of the formulation involving the rotation 
coefficients. However, it has recently been demonstrated that mea­
surements with the rotationally symmetric probes also can be de­
scribed in terms of the spherical vector modes themselves [Yaghjian, 
IEEE AP-S, 1984]. 

In measurements of reflector antennas, the probe correction compensates 
for a taper of the probe pattern over the test antenna aperture. In 
addition it can correct for cross polarization of the probe, which can 
be important in measurements of frequency reuse satellite antennas. 

Since the probe correction amplifies the field coming from the edge of 
the test antenna aperture, one could ask whether unwanted reflections from 
the surroundings are amplified as well. This question has been addressed in 
the paper [P.C. Hansen and Larsen ,T-AP, Feb. 1984]. It is shown here that when 
the probe taper OVer the test zone is not too strong and provided the spher ical 
wave spectrum for the test antenna is truncated properly, then unwanted ampli­
fication does not take place. Therefore the suppression of reflected signals 
by the probe in the near field is maintained in the calculated far field. 
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SYMMETRY AND NEAR FIELD SCANNING 

Paul F. Wacker 
4421 Pacific Coast Highway El07 

Torrance. CA 90505 

A-1-8 

Symmetries of Maxwell's equations and of the propagation medium. 
with the theory of group representations. provide essentially all 
the tools needed for practical near field scanning analysis. 
These include a) the exact solutions (modes) for Cartesian. 
circular cylindrical. and spherical coordinates. b) natural 
orthogonalities between the modes on the measurement surfaces. c) 
natural orthogonalities with respect to summation and so the 
measurement lattices. d) near to far field transformations. e) 
transformations of the modal expansions under change of coordinate 
values and f) natural orthogonalities between the transformation 
coefficients on the measurement lattices. (Correction for the 
patterns of the probes requires e) and f).) The mode sets 
provided are mathematically complete with respect to the solutions 
and the procedures are approximation free except for truncation of 
the infinite sets of modes and. for planar and circular 
cylindrical scanning. truncation of the measurement surfaces. 

The preceding is based upon the fact that an infinite number of 
s~etry operations yields an infinite number of symmetry types 
(each like even or odd) and. for each type. an infinite number of 
defining constraints (each like f(-x)=-f(+x) for an odd function). 
The constraints yield the transformations of e). Given a large 
enough symmetry group. the pertinent functions and modes are 
completely defined. Thus: The rotations C~ about an axis define 
the functions exp(im~) and lead to Fourier series analysis. The 
translations Tl along the real line yield the functions exp(-ioot) 
and exp(ikxx) and Fourier transform theory. The addition of 
reflections in planes containing the axis or in planes 
perpendicular to the line yields the corresponding sines and 
cosines. The three dimensional rotation group 03 yields ~(cos e) 
exp(im~) and the theory of spherical harmonics. Ine two 
dimensional Euclidean (translation-rotation) group Hz yields 
Jm(kRR) exp(im~) and the analogous expressions with cylindrical 
Neumaun and Hankel functions. The three dimensional Euclidean 
group E3 yields P!(cos e) exp(im~) jn(krr) and the analogous 
expressions with spherical Neumann and Hankel functions. With few 
exceptions. there are three linearly independent three-vector 
functions for each of the preceding symmetry types. However. 
addition of gauge invariance reduces the number of independent 
polarizations to two in the EM cases and the addition of inversion 
separates the TM and TE modes into different symmetry types and 
defines them. The group CM of rotations by 2mn/M (m=O to M-l) 
separates the terms of a Fourier series into M types with an 
infinite number in each type. providing the FFT as an 
approximation-free symmetry decomposition. 
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K-CORRECTION, AN EFFICIENT METHOD TO COMPENSATE FOR PROBE 
POSITIONING ERRORS IN AN ANTENNA NEAR FIELD TEST FACILITY 

Pradeep K. Agrawal 
RCA Corporation 

Government Systems Division 
Missile and Surface Radar 

Moorestown, New Jersey 08057 

In an antenna near field test facility, the electric field is 
measured at points in a plane which is in front of and is parallel 
to the antenna aperture. The measured near field data are Fourier 
transformed to compute the far field spectrum. The Fourier trans­
formation is performed generally through a Fast Fourier Transformer 
(FFT) scheme. For FFT algorithms to be applicable, the data to be 
transformed should be known at points on a perfectly planar rectan­
gular lattice. However, no mechanical and/or optical scheme can 
guarantee that the electric field measurements are made at points 
that are precisely along a planar rectangular lattice. As a result, 
a method is needed to compute a modified value of the electric field 
corresponding to each measurement such that the modified electric 
field value is a close equivalent of the electric field at ideal 
measurement point. 

Let Po be a point of measurement on the non-planar surface, and Qo 
be the corresponding point on the planar rectangular lattice such 
that ERo is a position error vector. Also, let k represent a unit 
vector in the direction of the main beam. The approximate value 
of electric field at Qo is then the measured electric field value 
at Po with a phase correction equivalent to ERo"f. The results will 
be presented showing the application of k-correction. 
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EVALUATION OF TRANSLATED PROBE COEFFICIENTS IN 
SPHERICAL NEAR-FIELD SCANNING 

Ronald C. wittmann 723.05 
Antenna Systems Metrology 

National Bureau of Standards 
Boulder, Colorado 80303 

In spherical near-field scanning the nature of the probe is taken 
into account by specification of appropriate translated probe 
coefficients. These coefficients, which depend on the scan 
radius, are basically the response of the probe in some reference 
orientation to each elementary multipole excitation in a complete 
set of basis functions. 

The formulas that relate the translated probe coefficients to the 
receiving function of the probe (or to the far-field if the probe 
is reciprocal) are usually derived from complicated translation 
formulas for vector spherical harmonics. In this paper we show 
how these expressions may also be derived in terms of mode-mode 
coupling integrals. In addition to avoiding use of the cumbersome 
translation formulas, this method is largely founded on the 
familiar plane-wave coupling formalism. 
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A SIMPLIFIED APPROACH TO PLANE-POLAR SCANNING 

Richard L. Lewis 
Electromagnetic Fields Division 
National Bureau of Standards 

Boulder, Colorado 

~-2-2 

Planar near-field scanning is an established procedure for 
obtaining measured far-field antenna patterns. For this, one needs 
a large, two dimensional, precision probe-transport mechanism for 
making measurements. By contrast, plane-polar scanning merely 
requires a linear probe-transport mechanism for making measurements 
along a radial line while the antenna under test rotates in azimuth 
(the probe also rotates in synchronism with the test antenna to 
preserve field alignment). In many cases, one may take advantage 
of azimuthal symmetry of the measured radiation to greatly reduce 
the necessary number of azimuth-angle steps. Thus, plane-polar 
scanning can have significant advantages over plane cartesian scan­
ning in terms of simpler probe transport and reduced data require­
ments. 

In this paper we present a new formulation for plane-polar 
scanning. In this approach, we expand the received signal as a 
double series which is readily shown to be mathematically complete. 
In this representation, the azimuthally symmetrin portion is ex­
panded as a series of terms of the form (1 - p2) , where p is 
normalized radial distance in the measurement plane and n is the 
summation index. Such a representation approximates typical ex­
citations for many actual dish antennas. Also, aperture blockage 
effects can be simulated. Accordingly, determination of the symme­
tric portion of the measurement plane field may provide useful 
design feedback, while good'aperture-excitation modeling may reduce 
the number of terms needed for accurate representation. 

Our measurement plane representation for the received signal 
is readily integrated analytically term by term to obtain the spec­
tral coupling product which can then be corrected for probe effects 
to determine the radiated far-field. The result is simpler (with 
a simpler derivation) than the Jacobi-Bessel series plane-polar 
formulation [Rahmat-Samii et al., IEEE/AP Tran., 28, pp. 216-230, 
March 1980]. Moreover, when the polar angle e is large our 
formulation appears to converge more rapidly. Accordingly, ease 
of numerical computation is expected. 
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IMPROVED ALGORITHMS FOR SPHERICAL AND HEMISPHERICAL SCANNING 

Richard L. Lewis and Ronald C. Wittmann 
Electromagnetic Fields Division 
National Bureau of Standards 

Boulder, Colorado 

A probe corrected spherical-scanning algorithm has been devel­
oped which is applicable when the antenna under test radiates neg­
ligibly into its rear hemisphere. Compared to an efficient version 
of the best previously published full-sphere scanning algorithm, 
it is found that our hemispherical scanning algorithm is over three 
and a half times more efficient. Improvements have also been made 
to full-sphere scanning, with the result that our new spherical 
scanning algorithm is twice as efficient as the best previous full­
sphere algorithm. We also show that our new formulations consti­
tute an exact inversion of the band-limited spherical-coordinate 
expression for the received signal (i.e., no aliasing errors are 
introduced) . 
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An Efficient and Accurate Method For Calculating and Representing 
Power Density in the Near-Zone of Microwave Antennas 

Allen C. Newell and R. L. Lewis 
National Bureau of Standards 

Boulder, Colorado 

There are a number of situations related to safety and inter­
ference where it is desirable to have a reliable and concise method 
of estimating the power density levels radiated by microwave an­
tennas. A new technique for predicting near-zone field intensities 
has recently been developed at NBS using Plane Wave Scattering 
Matrix Theory to produce accurate calculations along with a highly 
efficient method of graphically representing the results. Using 
this technique, comparisons of predicted and measured near fields 
were carried out for selected antennas and found to be in excellent 
agreement. 

The input to the calculations is the aperture illumination of 
the antenna obtained from either measured near-field data, design 
specifications or theoretical assumptions. From this input, pro­
grams based on the plane wave theory were developed to calculate 
the field on a series of x-y planes parallel to the aperture. 
Then the power-density values in the x-z and y-z planes are ob­
tained and graphically represented on two contour plots. The or­
dinate of these graphs covers the range ±4D in units of D and the 
abcissa extends from just in front of the antenna out'to D2/A in 
units of D2/A. This choice of scaling means that a single graph 
will apply without approximation to all antennas with the same D/A 
ratio and relative aperture distribution. Different input power 
levels can be accounted for by scaling. When small structure ef­
fects such as those caused by struts and aperture blockage are 
ignored, it was further found for D/A > 30 that a single graph may 
be used with appropriate amplitude scaling for all antennas with 
the same relative aperture distribution regardless of the D/A ratio. 

With the further assumption of pattern symmetry about the 
antenna axis, a very few graphs can be used to predict near-zone 
power densities for any D/A ratio, any input power level, and gen­
erally encountered aperture distributions. The program can also 
be run to produce contours for specific cases where symmetry or 
assumed distributions may not apply. 
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GAIN OPTIMIZATION OF A NEAR-FIELD FOCUSING ARRAY 

J. Loane and S. W. Lee 
Electromagnetics Laboratory 

University of Illinois 
Urbana, Illinois 61801 

A new variation of the array gain optimization problem has arisen in the study 
of microwave arrays used for hyperthermia, the heating of biological tissue. For a 
given array configuration and arbitrary medium it is desired to maximize the power 
deposition at the observation point in the near field of the array, analogous to the loss­
less case of radiation maximization in a particular direction. In this formulation the 
medium need be neither homogeneous nor lossless, and the array elements need not be 
identical. 

For a given array and desired focus, this paper shows how the optimum excitation 
may be found to produce maximum IE 12 at a focus in the near field of the array for 
unit input power. This is a generalization of the far-field formulation of Lo et al. 
(Proc. IEEE, 54, pp. 1033-1045, 1966) in which only one received polarization is max­
imized. Some practical cases are simulated with both lossy and lossless media showing 
that the formulation of Lo et al. gives results that closely follow the optimum when 
the dominant polarization from linearly polarized radiators is maximized. The close 
correspondence between optimum and dominant-polarization solutions holds even for 
extreme supergain situations, i.e~ high currents with an antiphasal distribution. A com­
parison is also made with the conjugate-field or time-reversal excitation, a scheme 
which is slightly less efficient in most cases and which causes significantly higher focal 
shifts for some off-axis scan situations. The Q-factor and sensitivity variations are also 
included in the study, both of which depend on the excitation and array geometry. 
Experimental results are also reported. showing the focusing ability of a 7-element 
array in water. 
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PLANAR NEAR-FIELD ANALYSIS OF FREQUENCY RE-USE CONTOURED 

MULTI-BEAM REFLECTOR ANTENNAS FOR COMMUNICATIONS SATELLITES 

Wilfried Bornemann, INTEL SAT , Washington, D.C. (USA) 

Rolf J¢rgensen and Peter Balling, TICRA, Copenhagen (Denmark) 

Commercial communications satellites have increasingly 
utilized larger and more complex antenna systems employing 
frequency re-use by spatial and polarization isolation to 
achieve increases in channel capacity and beam contour 
flexibility. The large diameter reflector antennas utilized 
on INTELSAT satellites have historically required the use 
of far-field ranges of several kilometers length (R~lOD2/A) 
in conjunction with large radome or enclosure facilIties. 
Near-field antenna test techniques, where the antenna system 
amplitude, phase and polarization response are sampled in 
the immediate vicinity of the antenna for immediate 
diagnostic analysis and subsequently computer transformed 
to the far-field offer an attractive means of reducing 
multi-path and transportation problems as well as the 
advantage of a totally enclosed and controlled test 
environment. 

The paper will describe the results of computer calculations 
on planar near-field analysis for circularly polarized 
contoured multi-beam INTELSAT reflector antennas. The 
use of untransformed near-field data for diagnostic and 
design assistance purposes will be demonstrated and it 
will be shown, e.g. by examining differences between 
calculated and measured near-field data, that valuable 
insights can be derived prior to undertaking FFT processing. 
Finally, conclusions will be drawn from the comparison 
between computer far-field data and FFT processed computer 
near-field data on near-field measurement parameters like 
distance, scan range and sampling criteria. 
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INFLUENCE OF SOURCE ANTENNA DIF'cECT IVITY ON THE 
REFLECTIVITY LEVEL OF MICRuWAVE ANECHOIC CHNvlBERS 

M.C.Chandra Mouly, N.V.Vani, N.R.Devi and K. Sujata 
Electronics and Communication Engineering Department 

VRS Engineering College, Vijayawada-520 006, India 

This paper seeks to establish the nexus between the 
source antenna directivity and the reflectivity levels (RLL) 
at the center of the quiet zone of both Rectangular Anechoic 
Chamber (RAC) and Tapered Anechoic Chamber (TAC). For a 
comparative assessment of the chambers' performance, the RLL 
at the center of the quiet zone would be adequate. Un the 
same count, the analysis considering only one reflected ray 
along with the direct ray would suffice. This analysis would 
provide a quick insight into the relative merits of the 
chambers. Hence this analytical method would be of great 
avail in a comparative study of the chambers offered by the 
manufacturer before having one such installed. 

The RLL is evaluated from the field components arriv­
ing in the quiet zone one directly and the other after reflec­
tion at the wall. A source horn of the pyramidal type is 
assumed. The walls are presumed to be adorned with VHP-NRL-8 
absorbers. Interpolation of the values of reflection coeffi­
cient for the actual angles of incidence is done. For the 
purpose of variation of source antenna directivity four 
different horns are considered. The frequency of operation 
is 9 GHz. 

In general, the TAC is superior to the RAC due to 
reduced path difference and low angles of arrival realised 
in the former •. But an increase in source antenna directivity 
can make the TAC inferior to RAC due to enhanced side wall 
illumination arising out of wide angle departure of the ray 
from the source on to the side wall. The results reveal 
that while attempting to improve the performance of the 
chamber via greater source antenna directivity, the possibi­
lity of stronger side wall illumination in a TAC has to be 
given due consideration. 
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THE RECEIVING ANTENNA AS A LINEAR DIFFERENTIAL OPERATOR 

Arthur D. Yaghjian 
Electromagnetic Sciences Division 

Rome Air Development Center 
Hanscom Air Force Base, MA 01731 

Ronald C. Wittmann 
Electromagnetic Fields Division 

National Bureau of Standards 
Boulder, CO 80303 

Jl-2-8 

The general receiving antenna is represented as a linear dif-

ferentia1 operator converting the incident field and its spatial 

derivatives at a single point in space to an output voltage. The 

differential operator is specified explicitly in terms of the 

mu1tipo1e coefficients of the antenna's complex receiving pattern. 

When the linear operator representation is applied to the special 

probes used in spherical near-field measurements, a probe-corrected 

spherical transmission formula is revealed that retains the form, 

applicability, and simplicity of the nonprobe-corrected equations. 

The new spherical transmission formula is shown to be consistent 

with the previous transmission formula derived from the rotational 

and translational addition theorems for spherical waves. 
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EFFECTS OF RMS SURFACE DEVIATIONS ON REFLECTOR 
ANTENNA RADIOMETRIC PERFORMANCE 

Louis P. Anderson and Te-Kao Wu 
Hughes Aircraft Company 

Space and Communications Group 
Post Office Box 92919 

Los Angeles, California 90009 

In this paper, analytical studies were conducted on the effects of RMS 
surface deviations on the radiometric performance of a 5.9 m diameter 
offset reflector antenna. Primary radiometric parameters such as beam 
efficiency, sidelobe levels and cross polarization levels are all 
investigated as a function of RMS surface deviations with edge 
illumination as a parameter. 

The computer model developed is based on the physical optics current 
integration approach, wherein a two dimensional surface integration is 
evaluated on an offset reflector surface. Grid points addressed in the 
associated numerical integration process are assigned a "path phase error" 
which simulates the surface distortion relative to the ideal parabolic 
surface. This is implemented by referencing the defined set of surface 
points to a uniformly distributed random number generator. A 
corresponding set of errors, deviating axially from the ideal surface is 
produced normalized to an input RMS value. Axial deviations from the 
ideal parabolic shape are assumed to be less than one wavelength of the 
incident wave. The procedure yields information sufficient to identify the 
co-polarized and cross-polarized performance in the far field. 

Results are presented for an X-band offset reflector design optimized for 
low cross polarization ( < 20 dB) and high beam efficiency ( > 90%) for a 
non distorted surface. Here the beam efficiency is defined as the ratio of 
the radiated power contained in the main beam of the reflector and the 
total radiated power from the feed horn. 

Conclusions derived from computed results indicate that for the design 
under consideration an upper limit for RMS surface distortions can be 
established. Beam efficiencies and side lobe levels degrade as a function 
of increasing RMS distortions as expected. Variation of edge illumination 
proved that high edge tapers can compensate for this performance 
degradation slightly. In addition, it was found that cross polarization 
levels in the secondary pattern are unaffected by surface errors. 

20 



THURSDAY. June 20 

EM Field 
Measurements 

A.M. 

URSI COMMISSION A . SESSION A3 

8:30 - 12:00 
LAW 177 

Le JEUDI 20 juin 

Mesures du champ 
electromagnetique 

Chairperson/President: M. Kanda. National Bureau of Standards. Boulder. CO. USA 

1 MUL TIPLE·SOURCE. MULTIPLE-FREQUENCY ERROR OF AN ELECTRIC FIELD METER. J. 
Randa. M. Kanda. National Bureau of Standards. Electromagnetic Fields Division. Boulder. CO. USA 

2 AN EXPERIMENTAL INVESTIGATION OF ANTENNA CONFIGURATIONS WHICH ARE NEAR TO 
OR PASS THROUGH AN AIR-WATER INTERFACE. C.E. Smith. K.A. Michalski. University of 
Mississippi. Dept. of Electrical Eng.ineering. University. MS. USA; C.M. Butler. University of Houston. 
Dept. of Electrical Engineering. Houston. TX. USA; C.A. Harrison. University of Southern Mississippi. 
Dept. of Industrial Technology. Hattiesburg. MS. USA 

3 MEASUREMENTS OF THE ELECTROMAGNETIC BACKSCATTERING MATRIX ELEMENTS OF A 
SINGLE BODY. L.E. Allan. Y.M.M. Antar. A. Hendry. National Research Council of Canada. Division 
of Electrical Engineering. Ottawa. ON 

4 OPTIMIZING THIN MAGNETIC MATERIAL FOR THE THERMOGRAPHIC DETECTION OF MI­
CROWAVE INDUCED SURFACE CURRENTS. R.M. Sega. G.D. Wetlaufer. University of Colorado. 
Dept. of Electrical Engineering. Colorado Springs. CO. USA 

5 ARRAY ELEMENT PATTERN CORRECTION IN A DIGITAL BEAMFORMING ARRAY· AN EXPER­
IMENTAL STUDY. J.S. Herd. Rome Air Development Center. Electromagnetic Sciences Division. 
Hanscom AFB. MA. USA 

6 RADAR CLUTTER SIMULATION AND MTI IMPROVEMENT FACTOR STATISTICS. J.K. Hsiao. 
Naval Research Laboratory. Radar Division. Washington. DC. USA 

21 

iii 



Pl-3-1 

MULTIPLE-SOURCE, MULTIPLE-FREQUENCY 

ERROR OF AN ELECTRIC FIELD METER 

J. Randa and M. Kanda 
Electromagnetic Fields Division 
National Bureau of Standards 

Boulder, Colorado 80303 

Electric field meters (EFM's) are typically calibrated using single-frequency, 

single-source standard fields; but in practice they are not always used in such 

simple environments, and their response to more complex fields can be different 

than for the calibrating fields. We have recently completed a study of EFM 

errors in multiple-source and/or frequency (MSF) environments, and this paper 

summarizes the results. The analysis concentrated on new errors peculiar to 

complex environments and not previously analyzed. It also was restricted 

almost exclusively to periodic fields with periods of about 10-
6 

s or less, much 

shorter than the time sale (~lO-4 s) set by the probe considered. 

The MSF errors can be divided into two classes. There are errors in the average 

and/or peak electric field actually read by the meter when the field being 

measured does not have a simple sinusoidal time dependence. We investigated 

these meter errors for a common probe configuration consisting of electrically 

short dipole antennas with diode loads, connected to the metering unit by an RF 

filter transmission line. T"e particular features responsible for the errors 

will be identified, in order to extract problems which are relevant to other types 

of meters as well. In addition there are what could be called errors of inference. 

These are user, rather than meter, errors. Although EFM's measure electric fields 

only, they are sometimes used as hazard meters or energy-density meters (EDM's). 

In such applications one assumes that the magnetic field energy density is equal 

to the measured electric field energy density, as is the case for a monochromatic 

plane wave. For other field configurations this equality does not hold, and the 

inferred electromagnetic (EM) energy density is incorrect. 

For both types of error the typical size is about one to three dB, but in some 

cases the error can exceed 10 dB. 
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AN EXPERIMENTAL INVESTIGATION OF ANTENNA 
CONFIGURATIONS WHICH ARE NEAR TO OR PASS THROUGH 

'AN AIR-WATER INTERFACE 

Chalmers M. Butler 

Jl-3-2 

Charles E. Smith and 
Krzysztof A. Michalski 
Dept. of Electrical Engineering 
University of Mississippi 
University, MS 38677 

Dept. of Electrical Engineering 
University of Houston 
Houston, TX 77004 

and 

Cecil A. Harrison 
Dept. of Industrial Technology 

University of Southern Mississippi 
Hattiesburg, MS 39401 

Three different antennas stuctures are investigated experi­mentally. These structures are (1) two parallel antennas parallel to a lossy medium interface, (2) two parallel antennas close to an air-water interface with driven element in water, and (3) a loop antenna which passes through an air-water interface. Input admit­tance is measured for the driven antennas in or above the water and a normalized current distribution is measured for other relat­ed elements. The properties of the water used for these experi­ments have been measured and are presented (tapwater and water with NaCl where the salinity was 10.7 g/kg and 5.35 g/kg). 

All measurements were made with an automated network analyzer using an existing ground, or image, plane faciltiy developed earlier [C.A. Harrison and C.M. Butler, IEEE Trans. AP, vol. AP-32, no.4, pp. 397-3901. This facility consists of a large water tank that has dimensions of 16 ft. by 16 ft. along the exterior perimeter and is 4 ft. in depth which is surrounded by anechoic material. The image plane, which is mounted vertically along one wall of the tank, is 13 ft. high and 15 ft. wide and is construct­ed from 125-mil aluminum. Antennas were physically positioned in the center of image plane at appropriate heights. The measurement of the properties of water used in the experiments employed a co­axial waveguide apparatus to measure amplitude and phase constants from which the constitutive parameters are determined [R.W.P. King and G.S. Smith, Antennas in Matter, MIT Press, 19811. Independent checks of the accuracy and the quality of the measurement range were made by comparison to numerical solutions of wire antenna mo­dels. Measured and computer results agreed very favorably, even in the low frequency range. 

Measured data are presented for the three antenna configu­rations referred to before which appear to be in good agreement with existing theory and related numerical results. Results should be adequate for future verification of analytic and numeri­cal solution for such antenna structures near air-water inter­faces. 
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MEASUREMENTS OF THE ELECTROMAGNETIC BACKSCATTERING 
~IATRIX ELEMENTS OF A SINGLE BODY 

L.E. Allan, Y.M.M. Antar and A. Hendry 
Division of Electrical Engineering 
National Research Council of Canada 

Montreal Road, Ottawa, Ontario, Canada 
KIA OR8 

Scattering characteristics of a single object in the resonance 
region are important in fields such as meteorology and remote 
sensing. These characteristics are represented by the scattering 
matrix elements related to orthogonal base vectors. Computational 
techniques have appeared in recent years, but published experimental 
results were restricted to amplitude measurements, i.e. backscatter 
radar crosssections, with no phase information available. For a 
complete description of the polarization response of a target, both 
amplitude and phase of the backscattered fields are needed. 

Concurrent with dual-channel polarization diversity radar 
observations at NRCC, a single body backscattering measurement 
program was started. l1easurements of the backscattering matrix 
elements have been performed at 2.86 GHZ and are now being conducted 
at 9.6 GHZ on single bodies of various sizes, shapes, and dielectric 
constants. Measurements are being performed at circular 
polarization, and results for any elliptical base vectors can be 
obtained by basic transformations. 

The measurement facility comprises a dual-mode horn antenna, a 
turnstile junction and associated microwave circuitry. The 
two-channel radar receivers, with phase detection capability, are 
used. The facility provides a wide dynamic range, high isolation 
between opposite sense channels, and allows for accurate amplitude 
and phase calibration, nulling and level-setting procedures. 

Various aspects of the measuring facility, the measurement 
procedure, and a sample of the results will be described in this 
paper. 
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OPTIMIZING THIN MAGNETIC MATERIAL FOR THE THERMOGRAPHIC DETECTION OF MICROWAVE INDUCED SURFACE CURRENTS 

Ronald M. Sega and Gary D. Wetlaufer 
University of Colorado at Colorado Springs 

This paper discusses the recent theoretical and experimental advances made toward understanding the material properties necessary for optimizing a thin screen detector for the infrared (IR) detection of surface currents on metal plates in the 2 to 4 GHz frequency range. Surface current density determination can be accomplished through measuring the magnetic field (H) strength at the surface of a good conductor. Magnetic field detection via IR employs a thin material of select imaginary permeability (ll ") which when placed on the surface of a conductor heats via Wll "H2 coupling. Optimization implies a material much less than a skin depth thick while absorbing sufficient energy to produce a temperature rise (nominally 2K) detectable and resolvable with an IR system. 

Understanding the microwave induced heating in magnetic field (H) detection screens is needed so optimum screens can be designed for the IR detection of surface currents. The surface temperature of a detector screen is a function of the absorbed microwave power within the medium. By Poynting's theorem, the absorbed power in a given volume is a function of the electric (E) and H field magnitudes as shown by the equation 

Pabs = [(aE2 + we"E2 + Wll"H2)dv v 

where r; is the conductivity, e" is the imaginary permittivity, ]l II is the imaginary permeability of the detector, and W is the angular frequency of the incident microwave. Thus, it becomes possible to relate surface temperature variations to Hand E field intensities. As shown by the above equation, the detector screen can absorb power via E and/or H field coupling. As the application discussed in this paper requires the detector screen to be placed directly on a highly conductive surface, the primary mechanism for absorbing power is the Wll"H2 term, for boundary conditions force the E field to or near zero at the surface of a good conductor. Using IR thermographic techniques, H, and hence the magnitude of the surface current density (J), can be measured on an irradiated metal object quickly and relatively easily. ' 

The electromagnetic problem is solved as functions of thickness and ll" for a normally incident plane wave on three phase stratified media where a phase of finite thickness (detector) is sandwiched between two other phases of infinite extent (one is free space, the other is metal). An approximate solution of the thermal problem relating surface temperature to absorbed microwave power is then obtained. Emperical IR and probe results using a ferrite-loaded material will be presented. The infrared technique should prove to be efficient for measurement of currents on complex structures. 
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ARRAY ELEMENT PATTERN CORRECTION IN A DIGITAL BEAMFORMING ARRAY 

AN EXPERIMENTAL STUDY 

Jeffrey S. Herd 
Electromagnetic Sciences Division 

Rome Air Development Center 
HanscomAFB, MA 01731 

A digital beamformer is a multichannel receive network which performs an 

AID conversion of the complex RF signal at each element of an array prior to 

beam formation. This digitization in amplitude and phase makes it possible to 

synthesize versatile beam patterns and digitally correct for element channel 

Unbalances. 

The element patterns in an array environment are perturbed by the inter­

element coupling. The pattern perturbations are most significant for the 

outer elements of a finite array where the coupling is asymmetric. The 

differences between element patterns will introduce phase and amplitude 

errors which impose a limitation on the minimum attainable sidelobe level 

and will degrade the open loop nulling performance of a digital beamforming 

array. 

This paper presents an experimental study of a technique to measure and 

compensate for the effects of aperture coupling in a digital beamforming 

array. The N channels of a DBF array form an element signal vector which 

includes the influence of aperture coupled fields. The complex array element 

pattern of each of the N channels can be measured, and an inverse Fourier 

transform of each pattern to the corresponding element locations at the 

aperture will give N effective complex aperture coupling coefficients. A 

set of these coefficients for each array element pattern forms an NXN matrix 

which describes the effective inter-element aperture coupling. The inverse 

of this matrix can be multiplied by the element signal vector to correct for 

the presence of aperture coupling. The corrected element signal vector can 

then be weighted and summed to give a desired array pattern. 

Experimental results will be shown for an eight element digital beamforming 

array operating at X-band. 
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RADAR CLUTTER SIMULATION AND MTI IMPROVEMENT 
FACTOR STATISTICS 

James K. lisiao 

Radar Division 
Naval Research Laboratory 

washington, DC 

A-3-6 

A radar return from a patch of clutter usually consists of a large number of echoes from individual scatterers. Each of these scatters moves randomly and introduces a randomly distributed doppler spectrum. Therefore, to simulate the performance of a MTI system, we must sum a large number of randomly distributed samples from each radar pulse return. The computer-time required 
in this case is very lengthy, and therefore it is not feasible for us to use this approach in a large-scale simulation. In this paper we propose to use a simplified version of the clutter model. Such a model, as we will show, will generate a correla­tion function ann. a spectral density function which are experi­mentally measured. Such - a model reduces the required computer­time a great n.eal. 

The second problem we will investigate is the improvement factor of the MTI system. This improvement factor is a function of the clutter output and will be used as a base for the design of an MTI system ann. its required performance. The clutter output is the weighted summation of a number of delayed radar returns. Since the spectral distribution of these radar returns is random, the improvement factor is also a random function. In the past, the expected value of this improvement factor was used for the MTI design; therefore it is possible that it accounts for the fact that a well-n.esigned MTI system may not be adequate to eliminate clutter noises at all times. In this paper, we inves­tigate the probability distribution of the improvement factor for a MTI system. 

The clutter output is a summation of random variahles. Usually we can assume that such a function has a normal distribu­tion if the summed random variables are independent. Unfortun­ately, the clutter output is the summation of many MTI pulse returns which, because of long clutter correlation time, cannot he treated as independent. The assumption of a normal n.istribu­tion is therefore invalid. There is no known probahility density function to describe such a process; therefore, the statistic n.istributions of the MTI improvement factor presented in this paper are based on computer simulations. 
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IMPULSE RESPONSE DETERMINATION FROM A GIVEN 

TIME LIMITED INPUT AND OUTPUT UTILIZING THE 
CONJUGATE GRADIENT METHOD 

Tapan K. Sarkar 
Soheil A. Dianat 
Sadasiva M. Rao 
Fung - I. Tseng 

Department of Electrical Engineering 

Rochester Institute of Technology 

Rochester, New York - 14623 

Phone: (716) 475-2143 

ABSTRACT: The input and the output of a system are related 

by the well known convolution integral. The solution 

for the impulse response from the convolution integral 

is a well-known, ill-posed problem. Since the conjugate 

gradient method can solve iteratively any operator 

equations, including singular operator equations, we now 

apply it for the solution of the deconvolution problem. 

It is also well known that if the conjugate gradient method 

is terminated properly, then it provides a good approximate 

solution even for ill-posed problems. Computed impulse 

response utilizing this technique will be presented and 

it will be shown that for most of our experimental data 

the method converged in just one iteration. 
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AN OPTICALLY COUPLED SAMPLING 
SYSTEM WITH 4 GHZ BANDWIDTH 

A-4-2 

Sarnie B. Samaan*, P. o. Box 231, Beavet"ton, OR 97075, U. S. A. ; L. Wilson Pearson, Mcdonnel Douglas Research Labs, P.O. Box 516, Saint Louis, M,:, 63166, U. S. A. ; Chat'les E. Smith, Electt'ical Engineering Department, University of Mississippi, University, MS 38677, U. S. A. 

*Previously with the University of Mississippi. 

A new approach to the design of an optically coupled multi­gigahertz sampling system with improved bandwidth for use in time dClmain scattel""ing measl..lt"'emerlts is repc1rted. The system ut·ilizes the Tektt'oroi x S-6 sampl i ng head, the Tekb'oni x 7S12 TOR/Sampler plug-in unit, and a Tektl"'orlix 7000 set"ies oscilloscope. Thl''''ee ·fibet' c,ptic lirlks t'eplace existirlg hardwired ce,rlductors which convey the vert ical et'rcor arid feedback signals arid the horizontal sampling camrllay,d sigrlal betweerl the samplirlg head and the oscil­loscope sampling plug-in. The remote sampling head and its asso­ciated fiber' optiC: ir,tet"facir,g cit"cltits a ...... e pc,wet"ed using a re­chargeable battery pack. The dielectric fiber pigtails allow placing the sampling head inside a metallic scatterer without the distortion of the outside electromagnetic fields usually caused by the metallic connecting conductors. Replacing the metallic conductors by the fiber pigtails also eliminates electro­magrletic interference (EM!) with the samplir.g system clperaticln. 

Two commercial fiber optic links are used in the analog mode te, ce,nvey the e,'ror arid feedback sigr,als betweerl the S-6 head and the 7S12 sampler. The sampling command signal issued by the 7512 sampler is used to trigger a pulsed laser diode driver circuit. The laser diode prod'Jces a fast-rise infrared laser pulse o~ seve1'''al hl~lrldred rnilliwatts. This 1 a set"' pulse is used tCI t""iggel''' the avalanche transistor in the sampling head strobe generator circuit by c.::>upling the irlf,'at'ed ene"gy directly te, the reve"se biased collector-base Junction of the transistor. 

Qualitative arid Quarltitative tests wer's ca'l'"'t"ied out t,:, evalu­ate the optically coupled system performance. The test results show that the e'l''''I'''o'''' arid feedback lirlks cause orlly a small distcll'""­tion of acquired waveforms. The noise introduced by these links is significant only for small sampled signals on the order of 10 mV. The samplirlg c.:.mmarld liril~ is showrl tCI irltrc.duce st'l''',:,be Jitte1'"" wi th a starldard deviat iorl of 28 ps. The c.ve'l"all system barldwidth is shown to be 48Hz. Improvements in the noise and bandwidth per"'f,:.rroarlce are possible, arId l'''ecommerldatio·ns a'l'"'e made tc:. this effect for implementation in a future version of the system. 
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SYNl'HE'l'IC ARRAY PROCESSlN3 OF PROBE DATA FOR SPURIOUS 
SCA'l'l'ERIN:; srI'UDIES OF A CDMl¥\.cr RCS MEASUREMENT RAN:;E 

E. K. WAL'lON AND D. R. KOBERSl'EIN 
The Ohio State University 
ElectroScience Laboratory 

Electrical Engineering Department 
Colmnbus, Ohio 

The OSU compact radar backscatter cross section (RCS) 
measurement range consists of a 3.6 meter radius offset 
parabolic-section reflector illuminated by a broadband microwave 
feed at the focus. 'l'he resultant plane wave reflected from the 
parabolic surface scatters from the target under test and the 
signal is received at the focus of the parabola. The processed 
data gives the measured far fiela RCS of the target. The entire 
system is installed in a 6.1 by 12.2 by 18.3 meter room. In 
such a system, spurious scattering terms exist which must be 
properly treated. Such terms as the scattering from the edge of 
the paraboliC surface, bistatic scattering from the (absorber 
coated) walls, ceiling, ana floor of the room or from the feed 
and feed support structure ana target support structure can 
become critically important for certain test target 
orientations. 

In order to quantitatively study these spurious scattering 
terms, a computer controlled system consisting of a microwave 
probe (antenna) attached to a linear probe positioner was 
implemented. The received signal amplitude and phase was 
measured as a function of probe antenna position for a number of 
frequencies ana polarizations. (including a number of cross 
polarized cases) Of particular interest was the change in 
performance induced by reshaping of the top edge of the 
reflector from a serrated shape to a rolled edge. The probe 
positioner was located so as to scan 1. 7 m. vertically near the 
top of the test target zone. 

The amplitude and phase data from the probe antenna as well 
as the probe position were used to generate a range focused 
synthetic aperture image of the distribution of scattering 
sources in the room. Forward scattering "hot spots," due to the 
feed and feed support structure as well as the top edge and 
ceiling scatteing terms can be seen in the resultant image. 
Example images will be shown, and quantatative comparisons will 
be given for the various spurious scattering terms. 
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APPLICATIONS OF TIKHONOV AND ARSENIN DECONVOLUTION 
TECHNIQUES TO PICOSECOND PULSE MEASUREMENTS AT NBS. 

WILLIAM L. GANS 
ELECTROMAGNETIC FIELDS DIVISION 

NATIONAL BUREAU OF STANDARDS 
BOULDER, COLORADO 80303 

A-4-4 

The Electromagnetic Fields Division at the National Bureau of 
Standards, Boulder, Colorado, is tasked with theOaccurate measure­
ment of fast (picosecond-nanosecond range) electrical pulse param­
eters. The primary system used to perform these measurements, 
ref~rred to as the NBS Automatic Pulse Measurement System (APMS), 
consists essentially of a wideband (dc - 18 GHz) equivalent-time 
sampling oscilloscope interfaced to a minicomputer. It operates 
in such a manner that under computer control repetitive fast elec­
trical pulse waveforms can be acquired and recorded into the com­
puter memory for subsequent processing and analysis. Along with 
such pulse parameters as pulse transition duration (rise/fall 
time), pulse duration (width), pulse amplitude and pulse time 
delay, this system can also measure such frequency domain param­
eters as microwave scattering parameters and impulse spectrum 
amplitude by employing the fast Fourier transform (FFT) operator 
on the time domain waveform data. 

The measurement accuracy of the APMS is limited by two major 
sources of error. The first source is the deterministic distor­
ting effect of the sampling oscilloscope wideband sampling head. 
The pulse waveform recorded by the APMS is really the convolution 
of the true waveform and the impulse response function of the 
sampling head, h1 (t). An estimate of h1 (t) has been derived at 
NBS from sampling head circuit models and measurements. 

The other major source-of error is the presence of noise in 
the measurement system, both in the form of voltage additive noise 
and sample timing jitter. The use of simple additive signal aver­
aging allows the errors due to voltage additive noise to be made 
arbitrarily small. Such is not the case with timing jitter, how­
ever. It can be shown that the distorting effect of timing jitter 
under additive signal averaging conditions is analogous to passing 
the signal through a low-pass filter whose time domain equivalent 
impulse response function is simply the probability density func­
tion (PDF) of the timing jitter noise. Thus, a second measurement 
system impulse response function, h2 (t), due to timing jitter can 
be obtained by measuring the PDF of the timing jitter noise. 

These two system impulse responses, h1 (t) and h2 (t), may then 
be combined by convolution to yield a total system impulse re­
sponse, ht(t). Then, the deconvolution techniques of Tikhonov and 
Arsenin may be used to remove the distorting effects of ht(t) from 
the measured waveform. Satisfactory estimates of the true wave­
form are thus obtained with estimated uncertainties approaching ±1%. 
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PARAMETERIZATION OF AN ELECTROMAGNETIC TRANSIENT FACILITY AND 
TEST ANTENNAS FROM TRANSIENT DATA 

R. M. Bevensee, J. V. Candy, G. A. Clark, L. C. Martin, 
J. K. Breakall, and R. J. King 

Lawrence Livermore National Laboratory 

The Lawrence Livermore National Laboratory is characterizing 

antennas in their environments from transient reflectometry and 

scatter data taken on an Electromagnetic Transient Facility 
(EMTF). This paper discusses the linear system ARMAX (auto~ 

regressive, moving-average with exogenous input) modeling of the 

entire, recently-upgraded EMTF and its use in obtaining the 
frequency-domain equivalent circuit impedance and effective height 

of a test antenna at its luad port. 

The EMTF is decomposed into blocks and model identification of 

each is achieved by data pre-processing, model-order testing, 
parameter estimation, prediction error tests for "fit" validation, 

and finally ensemble data tests on a well-understood electro­
magnetic dipole for overall EMTF model validation. The details of 

the dipole model validation by various prediction and output error 

modeling algorithms are explained. Once the EMTF model is 
validated the equivalent circuit of any test antenna can be 
similarly modeled with confidence. 

The antenna modeling of equivalent circuit impedance by time­
domain reflectometry (TDR) measurements and effective height by 
scatter measurements is discussed. The disadvantages of several 

types of ARMAX modeling are noted, compared to the advantages of 

using an off-line Nonlinear Iterative Least Squares (NLS) method. 

Data processing rules are given. Finally the procedures for 
characterizing impedance and effective height are discussed and 
these spectra as obtained by several models for a 30 cm monopole 

antenna are compared with the spectra obtained by frequency-domain 
division. 

It will be shown how the transient parameterization of a test 
antenna enables accurate prediction of the output response for an 

arbitrary load, particularly the short circuit current without 
need of awkward current probes which often exhibit inferior 
frequency response. 

Conclusions emphasize the need for proper data pre-processing, 
anti-aliasing filters, and avoidance of models with too high a 

model order. ARMAX modeling with NLS so as to include the 
modeling of input noise appears to be the most promising technique. 

*Work performed under the auspices of the U. S. Department of 

Energy by the Lawrence Livermore National Laboratory under 

contract number W-7405-ENG-48. 
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A MICROPROCESSOR CONTROLLED DIRECTION FINDER 

W.D. Rawle 
Technical University of Nova Scotia 
Department of Electrical Engineering 

Halifax, NS 

A simple, low cost microprocessor controlled direction 
finding system is presented. The system, based upon a 
phase comparison technique represents a significant 
departure from conventional direction finding system 
technology. An angular resolution of 1 degree is easily 
obtainable with an eight bit microprocessor implementation. 
The advantages of this system are accuracy, reliability, 
simplicity, and lightweight implementation. 
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DIELECTRIC SPECTROSCOPY USING OPEN-CIRCUITED 
COAXIAL LINES OF GENERAL LENGTR 

Waymond R. Scott, Jr. and G1enn S. 9nith 
School of Electrical Engineering 
Georgia Institute of Technology 

Atlanta, Georgia 30332 

Abstract 

The open-circuited coaxial line of general length is studied 
in detail as a sample cell for broadband measurements of the 
dielectric permittivity. This cell is a section of transmission 
line with the center conductor abruptly terminated. The dielec­
tric material to be measured fills the coaxial section of the cell 
and extends beyond the center conductor into the tube formed by 
the outer conductor of the transmission line. 

The inverse function for obtaining the permittivity of the 
sample from the measured input admittance of the cell is 
multivalued. The error in the measured permittivity caused by 
passage onto the wrong branch of the inverse function is analyzed, 
and a procedure that can prevent passing onto the wrong branch is 
developed. The errors in the measured permittivity due to the 
inaccuracies in the instrumentation are also analyzed. Contour 
graphs are constructed that quantify the effects of this error 
on the measured permittivity. This error is shown to be largest 
when the combination of frequency, sample length, and sample 
permittivity place the measured normalized admittance near a 
branch point of the inverse function. 

A time-domain measurement system was constructed, calibrated, 
and used with an open-circuited sample cell to measure the permit­
tivities of several primary alcohols over the frequency range 
50 MHz .. f .. 2 GHz. The measured relaxation spectra for these 
alcohols are in good agreement with those determined by previous 
investigators. 
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A Six-Port Swept Frequency Calibration Technique 
Using a New Six-Port Chart Method 

L~ Kaliouby~ RdG~ Basisia 
Ecole Poly technique, Electrical Engineering Department 

Montreal, Canada 

Six-port automatic network analysis allows complete 
measurement of reflection coefficient, by means of four 
output power readings. However, due to the complex 
calibration procedure and lengthy calculations of r from 
the power readings, its use has been limited to 
point-by-point measurements. Recently, the authors have 
developped a real-time swept frequency measurement 
technique, using a new six-port chart method (Fig.1). 
However, to guatantee proper interpretation of results in 
swept frequency measurement, it"s necessary to first 
calibrate the six-port in a swept frequency mode. It will 
be shown that this can be done by comparing experimented 
measurements of a fixed short (Fig.2 curve #4), between f. 
and f 2 • with the theorical calibration charts at f. and f~ 
(Fi~:I.:;;:, cUTve',i'l*1 B.nd 2). Intermediate calibration (curve 
#3) has to be carried out until the experimental curve 
corresponds with the theorical charts in this interval. 
Afterwards, measurement of a DUT can be carried out in 
swept frequency mode (Flq.]!. with the guarantee of a 
correct interpretation. of the results. 

Fig. 2 
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Fig. 1: Real-time measurement using six-port chart. 
Fig. 2: Swept frequency calibration between f = 3 GHz(---) 
and 3.4 8HZ (- - -I. Measurement with fixed short ( •... ) 
shows need for calibration at 3.2 GHZ (-.-.-.). 
Fig. 3: Swept frequency measurements of a Dut between 3 GHZ 
(---) and 3.4 8HZ ( .... ). including calibration at 3.2 GHz 
(- .- .-). 
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Frequencies 
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URSI COMMISSION A -SESSION AS 

8:30 - 12:00 
LAW 177 

Chairperson/President: M.A. Stuchly. University of Ottawa. Ottawa. ON 
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EfTets biologiques 
des hyperfrequences 

1 (8:40) NCRP-SC53 REPORT ON BIOLOGICAL EFFECTS AND EXPOSURE CRITERIA FOR RA­DIO FREQUENCY EM FIELDS. A. W. Guy. University of Washington. Bioelectromagnetics Research Laboratory. Seattle. WA. USA 
2 (9:20) EXPERIMENTAL DOSIMETRY IN THE NEARFIELD-RECENT ADVANCES. S.S. Stuchly. M.A. Stuchly. A. Kraszewski. G.W. Hartsgrove. University of Ottawa. Dept. of Electrical Engineer­ing. Ottawa. ON 
3 (9:40) BIOLOGICAL EFFECTS OF RADIOFREQUENCY RADIATION: A 1985 PERSPECTIVE. J.A. Elder. U.S. Environmental Protection Agency. Cellular Biophysics Branch. Research Triangle Park. NC. USA . 
4 (10:00) INTERNATIONAL ACTIVITIES AND RECOMMENDATIONS IN NON-IONIZING RADIATION PROTECTION. A. Duchene. International NIR-Committee Secretariat. Institut de Protection et de Surete Nucleaire - DPS. Fontenay·aux-Roses. France 
5 (10:20) SOME PROBLEMS IN COMPARING EXTERNAL SIGNALS TO INTERNALLY GENERATED BIOLOGICAL SIGNALS AND NOISE. F.S. Barnes. M.S. Seyed-Madani.University of Colorado. Dept. of Electrical and Computer Engineering. Boulder. CO. USA 
6 (10:40) CELL MEMBRANES AND MICROWAVE FIELDS IN MODELS OF TUMOR PROMOTION. W.R. Adey. C.V. Byus. D.B. Lyle. VA Medical Center. Lorna Linda. CA. USA 
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NCRP-SC53 Report on Biological Effects and Exposure Criteria for 

Radio Frequency EM Fields 

Reviewed by 
Arthur W. Guy 

University of Washington 
Seattle, Washington 

The lack of quantitative data on biological effects of radiofrequency 

electromagnetic (RFEM) fields has resulted in widespread concern that exposure 

poses the risk of injury to health regardless of intensity. Although there 

are more than 6,000 scientific papers, books, articles and newspaper reports 

of widely varying scientific quality that report data and opinion on the 

biological response to RFEM radiation, no consensus has emerged regarding 

mechanisms and thresholds of injury. The wide variation in RFEM-radiation 

exposure standards around the world reflects this absence of consensus. An 

objective analysis of the scientific literature and recommendations for 

exposure limits by qualified and unbiased group of experts are sorely needed. 

To address this need, the NCRP decided in 1973 to extend its scope of 

activities to the publication of reports that provide evaluations of the 

biological effects on non-ionizing radiation and recommendations for exposure 

limits. The report reviewed in this paper addresses the biolog!cal effe'ifs of 

exposure to RFEM fields that range in frequency from 3 x 10 to 10 Hz 

beginning with the discussion of fundamental studies at the molecular level. 

The discussion continues to progressively larger values or scales of 

interaction including macromolecular and cellular effects, chromosomal and 

mutagenic effects, and carcinogenic effects. The scope of the subject matter 

is then expanded to include systemic effects such as reproduction, growth and 

development, hematopoiesis and immunology, endocrinology and autonomic nervous 

function, cardiovascular effects, and cerebrovascular effects. The nervous 

system and special senses including the more interesting and controversial 

effects have received wide attention. Neural effects are discussed with 

specific reference to peripheral and neuromuscular systems. Some of the more 

sensitive biological endpoints, performance and behavior, contrast greatly 

with the apparently insensitive biological endpoint of cataractogenesis. The 

thermoelastic mediated interaction, which has had widespread attention over 

the past two decades as a possible auditory neural effect, is a phenomenon 

that deserves special attention. Probably of greatest importance in terms of 

effects of non-ionizing radiation on human populations are the epidemiological 

studies. Thermoregulation is an especially important subject since its failure 

can result in hyperthermia, which is responsible for many reported effects, 

some well accepted as thermal and others seemingly non-thermal in nature. 

Hyperthermia, as such, is also extremely important since it is the basis for 

the use of non-ionizing radiation as an adjunct for the treatment of cancer, 

which is reviewed in detail in the report. Because the major purpose of the 

report was to interpret the literature in terms of safety and health in an 

electromagnetic environment, the results are summarized in the form of human 

exposure criteria and rationale. Exposure criteria recommended by the 

committee for the occupational population was similar to the American National 

Standards Institute C95.1-1982 Standard. However, the committee recommended 

that the exposure levels for the general population be reduced by a factor of 

5 from that of the occupational recommendation. Also, the practical problems 

relating to partial and whole-body exposures and to the use of low-power radio 

devices, essential to the quality of life and public safety had to be dealt 

with by recommending maximum energy absorption levels in addition to the 

exposure levels. 
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EXPERIMENTAL DOSIMETRY IN THE NEARFIELD-RECENT ADVANCES 

S.S. Stuchly, M.A. Stuchly*, A. Kraszewski and G.W. Hartsgrove 
Dept. of Electrical Engineering, University of Ottawa 

Ottawa, Ontario, Canada, KIN 6N5 
*also Radiation Protection Bureau, Health & Welfare Canada. 

It is recognized that biological effects due to exposure to radiofrequency fields depend on the spatial distribution of the elec­tric field inside the exposed body. The specific absorption rate (SAR) has been commonly used as a dosimetric quantity. The SAR is directly proportional to the square of the electric field and inver­sely proportional to the tissue conductivity, and indicates the rate at which the electromagnetic energy is imparted into the exposed biological body. 

Humans are frequently exposed in the near-field of radia­tors as in the case of portable and mobile transmitters or leaky transmitter cabinets. Theoretical evaluation of the spatial distri­bution of the SAR resulting from these exposures is, at present, rather difficult and of limited accuracy. As an alternative approach an experimental method has been developed. In this method an implan­table electric field probe of small dimensions is used to measure the electric field strength in a full-scale, anatomically correct model of man. The model is filled with a phantom material having the elec­trical properties of the human tissue. The probe positioning, data acquisition, processing display and recording are performed under computer control. The measurement system developed is capable of obtaining SARs in hundreds of locations within the model with an uncertainty better than ± 1 dB. 

The SAR distributions were measured at frequencies of 160, 350 and 915 MHz for the models exposed in the near field (at distan­ces less than 0.1 >..) of resonant dipoles, resonant dipoles with reflectors and resonant slots with various polarizations. In all situations investigated highly non-uniform spatial distribution of the SAR with large spacial gradients was observed. The local SARs (averaged over 1 g of tissue) are usually a few hundred times greater than the whole-body average SAR for a given exposure. For some antennas, fed with powers larger than 1 W, the local SARs exceed the peak limit of 8 W/kg recommended by the current ANSI exposure standard. 
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BIOLOGICAL EFFECTS OF RADIOFREQUENCY RADIATION: A 1985 PERSPECTIVE 

Joe A. Elder 
Cellular Biophysics Branch 

Experimental Biology Division 
Health Effects Research Laboratory 

U.S. Environmental Protection Agency 
Research Triangle Park, NC 27711 

A critical review of the literature on the biological effects 
of radiofrequency radiation (500 kHz - 100 GHz) was published in 
September 1984 (Biological Effects of Radiofrequency Radiation, 
J. A. Elder and D. F. Cahill, editors, EPA-600/8-83-026F, 268 
pages). The reported consequences of the interaction between 
radiofrequency radiation and biological systems were examined from 
two perspectives: whole-body-averaged specific absorption rate 
(SAR) and radiofrequency-energy-induced core-temperature increase. 
It was concluded that biological effects occur at an SAR of about 
1 W/kg and that some of the effects may be significant under cer­
tain environmental conditions. The report is a critical review 
of the literature published through 1980 and, in addition, includes 
some 1981-1984 references. In this presentation, the more recent 
literature is reviewed and the summary statements and conclusion of 
the 1984 report are reevaluated based on current information of the 
effects of radiofrequency radiation on cellular and subcellular 
systems, hematology, immunology, reproduction, nervous system, 
behavior, special senses, endocrine system, genetics, and thermal 
physiology. 
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INTERNATIONAL ACTIVITIES AND RECOMMENDATIONS IN NON-IONIZING RADIATION PROTECTION 

A.DUCHENE, International NIR-Committee Secretariat Institut de Protection et de SOrete Nucleaire - DPS B.P. N° 6 - 92260 FONTENAY-AUX-ROSES (France) 

A-5-4 

~Iith the expanding use of high frequency and microwave emitting equipment, the health authorities of an increasing number of countries become involved in the development of protection standards and look for some guidance in this respect. During the last decade, several international organizations have attempted to answer this request. These are more particularly: the World Health Organization (WHO), the International Labour Organization (ILO), the International Electrotech­nical Commission (IEC), the International Union of Radio Scier.c~ (URSI) and the International Radiation Protection Association (IRPA). The IRPA specifically sep up the International Non-Ionizing Radiation Committee (INIRC) with the commitment to lay down general principles of non-ionizing radiation (NIR) protection, including internationally acceptable exposure limits, and to explore with other international organizations ways of furthering protection in this field. 
The WHO, through its Environmental Health Criteria Programme fi­nanced by the United Nations Environment Programme (UNEP), collabo­rates with IRPA/INIRC to produce Environmental Health Criteria docu­ments for the different types of NIR. Five documents have been issued among which EHC 16 for Radi06hequeney and M~ehOwaVe6 (UNEP/WHO/IRPA, Geneva 1981) and EHC 35 for Ex.tJLemety Low Fhequeney F~e1.d6 (1984). An EHC document on S:ta:Ue and Slowey VMy~g Magne..tie F~e.e.dll is in pre­paration. WHO's own programme also includes the establishment of colla­borating Centres on NIR and the publication of a manual on Non-lo~­z~g Ra~n Pho~eetion by the WHO Regional Office for Europe (M.J. Suess, Ed., Copenhagen 1982). 

The ILO and IRPA/INIRC cooperate in the preparation of a Code of practice for the Pho~eetion 06 wOhkeM agMnll~ hadio6'zequeney ~n. 

On the basis of the data collected in the EHC documents, the IRPA/INIRC develops guidelines on protection standards. The 1~e4im g~d~e6 on .unu..tll 06 expOllMe ~o hadi06hequeney etec.tJLomagne..tie 6~etd6 ~ ~he 6hequeney hange 6hom 100 kHz ~o 300 GHz were approved in July 1983 (Health Phys., 46, n° 4, 975-984). These differ some­what from the 1982 Safety Levels recommended by ANSI. For occupatio­nal exposure, in the frequency range from 10 MHz to 300 GHz, the gui­delines recommend a basic SAR limit of 0.4 W/kg when averaged over the whole body and 4 W/kg when averaged over one gramme of tissue, and derived working limits expressed as root mean square electric and ma­gnetic field strengths or equivalent plane-wave power densities. All values are averaged over any 6 minutes. In the frequency range from 0.1 to 10 MHz, the limits are expressed only as effective E and H field strengths and based mainly on the shock and burn hazards. Expo­sure limits for the public incorporate an additional safety factor of 5 compared to those for workers. 
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SOME PROBLEMS IN COMPARING EXTERNAL SIGNALS TO 

INTERNALLY GENERATED BIOLOGICAL SIGNALS AND NOISE 

Dr .. Frank S. Barnes and M.S. Seyed-Madani, Department of Elec­

trical and Computer Engineering, University of Colorado, 

Boulder, CO 80309 

For reasons ranging from setting safety standards to generating 

invasive signals for medical intervention in biological pro­

cesses, it is important to be able to estimate the strength of 

externally generated signals at a variety of locations inside 

the body. This problem is complicated by the complex shape 

and inhomogeneous nature of the body, as well as nonlinearities. 

Our particular interest has been in trying to compare the noise 

from internally generated signals such as nerve impulses and 

EEGs, with signals received from outside sources. At low fre­

quency, the problem is one of estimating induced current den­

sity, in order to change electric and magnetic fields so that 

they can be compared to biologically generated currents or 

current densities. This calculation is complicated by the fre­

quency dependence of the coupling coefficient, scattering and 

attenuation, which may change pulse shapes or the frequency 

composition of externally generated signals by the time they 

arrive at the site of interest, such as the surface of a brain 

cell, a bone break or a heart muscle. For frequencies outside 

the biological signaling bands, the conversion of modulation 

signals by weak nonlinearities to signals inside the natural 

signaling bands where amplifying processes exist, may make the 

modulation frequencies more important than the carrier. 

Quantitative estimates of signal strengths needed to generate 

current densities at the surface of brain cells will be pre­

sented and related to the Ca++ efflux experiments, EEG signals 

and noise generated in nerve cells. This work is part of an 

on-going study to try to estimate the lowest electromagnetic 

signals which may be biologically significant. 
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CELL MEMBRANES AND MICROWAVE FIELDS IN MODELS OF TUMOR PROMOTION 
W.R. Adey, C.V. Byus and D.B. Lyle, VA Medical Center, Loma Linda, CA 92357 USA and University of California, Riverside, CA 92521 USA 

Cell membranes are prime sites of interaction with ELF electro­magnetic fields and with "athermal" RF/microwave fields sinusoidally amplitude modulated at ELF frequencies (Adey, 1981, 1984). Imposed fields have revealed both the sequence and the energetics of cell membrane transductive coupling, and nonlinear and nonequilibrium aspects of the coupling sequence. These fields appear to perturb normal transductive processes by which extracellular signals from binding of hormone, antibody and neurotransmitter molecules at cell surface receptor sites are transmitted to the cell interior. 

We have tested sensitivity of human lymphocyte protein kinases to 450 MHz fields (1.5 mW/cm 2 peak envelope power), sinusoidally amplitude-modulated at frequencies from 3 to 100 Hz (Byus, et al., 1984). Approximately 20 percent of the total kinase activity was due to cAMP-dependent protein kinase (a measure of the action of membrane-bound adenyl ate cyclase in producing cAMP from ATP). This was not altered by exposure to fields modulated at 16 or 60 Hz for 15, 30, or 60 min. However, total cAMP-independent kinase activity was reduced by more than 50 percent 15 and 30 min. after onset of exposure to a 16 Hz modulated fields, but returned to control levels after 60 min. despite continued field exposure. In addition to this "window" in time, there was a "window" with respect to modulation frequency, with maximum effects at 16 Hz. 

Protein kinase enzymes form a major messenger system to intracellular organelles, including the nucleus. A major class of tumor promoters (phorbol esters) have as a cell membrane receptor a s ecific rotein kinase (phosphatidylserine calcium-dependent kinase, kinase C Nishizuka, 1984). This kinase is also activated by diacylglycerol, formed by breakdown of inositol phospholipid at membrane receptor sites. One molecule of diacylglycerol may activate every molecule of protein kinase C, and one molecule of phorbol ester can combine directly with one molecule of kinase C, irreversibly activating the enzyme. 

We are testing the hypothesis that nonionizing electromagnetic fields playa role in tumor promotion via the cell membrane by action on cAMP-independent protein kinases, including kinase C. (supported by DOE, ONR, and Southern California Edison Company). 
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URSI COMMISSION AJ - SESSION AJ1 

TIme and Frequency 
Standards for radio astronomy 

8:30 - 12:00 
LAW 177 

Chairperson/President: J.R. Fisher, NRAO, Greenbank, WV, USA 

Etalons de frequence et 
du temps en radioastronomie 

1 LONG-TERM ROTATIONAL STABILITY OF THE MILLISECOND PULSAR PSR 1937+21. D.C. Backer, University of California, Radio Astronomy Laboratory, Berkeley, CA. USA; M.M. Davis, Arecibo Observatory. Arecibo. PRo USA; J. H. Taylor, Princeton University, Physics Dept .. Prince­ton. NJ. USA; J.M. Weisberg, Carleton College. Dept. Physics and Astronomy. Northfield. MN. USA; R.W. Hellings, E.M. Standish, Jet1propulsion Laboratory. Pasadena. CA. USA 
\ 2 COHERENCE LIMITS IN VLBI OBSE~VATIONS. J.M. Moran, Harvard Smithsonian Center for As-trophysics. Cambridge. MA. USA; A.E!E. Rogers, Massachusetts Institute of Technology. Haystack Observatory. Westford. MA. USA; A.T. Moffet, California Institute of Technology. Owens Valley Radio Observatory. Pasadena. CA. USA; D.C. Elacker. University of California. Radio Astronomy Laboratory. Berkeley. CA. USA 

3 TIME AND POLAR MOTION: CALIBRATION FOR LONG TERM DRIFTS. K.J. Johnston, Naval Research Laboratory, Washington, DC, USA 
4 THE STATUS OF SUPERCONDUCTIVITY CAVITY STABILIZED OSCILLATORS. A.T. Moffet, Cal­ifornia Institute of Technology, Owens Valley Radio Observatory, Pasadena, CA, USA 
5 A HIGHLY STABLE HYDROGEN MASER CLOCK SYSTEM FOR LONG-TERM APPLICATIONS IN SPACE. R.F.C. Vessot, E.M. Mattison, G.U. Nystrom, Smithsonian Astrophysical Observatory, Cambridge, MA, USA 
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LONG-TERM ROTATIONAL STABILITY OF THE MILLISECOND 

PULSAR PSR 1937+21 

D. C. Backer, Raqlo Astronomy Laboratory, University of California, 

Berkeley, CA, 94720; M. M. Davis, Arecibo Observatory, Arecibo, PR, 

00612; J. H. Taylor, Physics Department, Princeton University, 

Princeton, NJ, 08544; J. M. Weisberg, Department of Physics and 

Astronomy, Carleton College, Northfield, MN 55057; R. W. Hellings and 

E. M. Standish, Jet Propulsion Laboratory, Pasadena, CA, 91103. 

Pulsars are rotating neutron stars with a large dipole moment which are 

detected by their emission of intense beams of microwave radiation. A pulsar 

with a 1.6-millisecond period, PSR 1937+21, was detected in 1982. Comparison 

of the arrival times of the pulsed microwaves from this pulsar with 

international atomic time over the past two years indicates that the long-term 

stability of its rotation is comparable to that of the best atomic clocks. The 

Allen standard deviation for the arrival-time residuals from a simple model is 

close to 10-11/T with T in days up to 256. In this comparison a deceleration 

of the neutron star rotation of 4.3 x 10- 14 s-2 is removed; the origin of 

this deceleration is electromagnetic dipole radiation at the pulsar rotation 

frequency and its harmonics. One of the limits to this comparison has been 

Loran C time transfer of UTe from USNO to the Arecibo Observatory. This limit 

has been reduced by the introduction of a NBS-supported CPS time transfer 

system. The comparison requires accurate knowledge of the location of the 

observatory in the inertial reference frame of the solar system barycenter. 

Results from use of planetary ephemerides from the Center for Astrophysics 

(740-R) and the Jet Propulsion Laboratory (DEl18 and DE200) will be compared. 

Other limits to the accuracy of the pulsar observation such as interstellar 

propagation effects will be discussed. 
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COHERENCE LIMITS IN VLBI OBSERVATIONS 

J. M. Moran, Harvard Smithsonian Center for 
Astrophysics, Cambridge, MA 02138, A. E.E. Rogers, 
Haystack Observatory, Westford, MA 01886, A. T. Moffet, 
Owens Valley Radio Observatory, California Institute 
of Technology, Pasadena, CA 91125, D. C. Backer, Radio 
Astronomy Laboratory, University of California, 
Berkeley, CA 94720 

VLBI observations at frequencies above 1 CHz using rubidium and cesium standards are severely limited by the performance of those standards, while observations using hydrogen masers are limited by tropospheric and ionospheric phase fluctuations except on time scales shorter than one second or longer than 1000 seconds. Typical coherence times for VLB! using hydrogen masers under good observing conditions range from 1000 seconds in the microwave range down to 100 seconds at 100 CHz. The Allan standard deviations are shown below for tropospheric phase fluctuations and the rubidium, cesium and hydrogen maser frequency standards. 
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TIME AND POlAR KITION 

CALIBRATION FOR LONG TERM lJlIFTS 

K.J. Johnston 
Naval Research Laboratory 

Washington, DC 

Abstract not available at time of printing/ 

Le resume n'etait pas disponible lors de l'impression 
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THE STATUS OF SUPERCONDUCTIVITY 
CAVITY STABILIZED OSCILLATORS 

A.T. Moffet 
California Institute of Technology 

Owens Valley Radio Observatory 
Pasadena, CA, USA 

Abstract not available at time of printing/ 
Le resume n'etait pas disponible lors de l'impression 
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A HIGHLY STABLE HYDROGEN MASER CLOCK SYSTEM 

EOR LONG-TERM APPLICATIONS IN SPACE 

R.E.C. Vessot, E.M. Mattison and G.U. Nystrom 

Smithsonian Astrophysical Observatory 

Cambridge, Ma 02138 

Orbiting Very Long Baseline Interferometry Terminal and extremely high 

accuracy orbiting time and frequency comparison systems [D.W. Allan et.al, 

IEEE Trans. on Geoscience, GE-20, 321-324, 1982) will require clocks of 

very high stability capable of long-term operation in space. We describe 

the design and performance expectations of a spaceborne atomic hydrogen 

maser clock based on the successful 1976 rocket borne clock used in the 

SAO-NASA gravitational Redshift experiment [R.E.C. Vessot et.al, Phys. Rev. 

Lett., 45, 2081-2084, 1980]. We have tested radically different design 

concepts for the atomic hydrogen dissociator, the thermal control system 

for the maser cavity-belljar assembly, and the cavity resonator structure, 

which improve the weight, power and performance capability of the maser 

under conditions of long-term exposure in the vacuum of space. The 

expected physical dimensions are 19.6 inches in diameter, 36 inches long; 

weight is 60 pounds; power ~35 watts (depending on thermal environment). 

The stability performance expected is given by the Allan Variance, u(r), as 

follows: u(l sec) ~lx1013, u(10 sec) ~2x10-14, u(100 sec) ~8x10-14, u(100 

sec) ~2x10-14, u(10,000 sec) ~8x10-16. Long-term drift is expected to be 

less than 2x10-1S per day and predictable to better than 3x10-16 per day. 

The design of this maser will be described and possible space applications 

in VLBI and time synchronization will be discussed. 

This work was supported by the N.A.S.A. Marshall Space Elight Center 

under Contract No. NAG-8006 and the U.S. Naval Research Laboratory under 

Contract No.N00014-85-K-2001. 
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1 A NUMERICAL SOLUTION OF THE COUPLED INTEGRAL EQUATIONS WHICH DESCRIBE THE 
SYMMETRIC MODES OF THE CIRCULAR DIFFRACTION ANTENNA WITH A RECESSED CENTER 
POST. D.J. Riley. Sandia National Laboratories. Electromagnetic Applications Division. Albuquerque. 
NM. USA 

2 A METHOD FOR EXACT INTEGRATION OF VECTOR POTENTIALS OF THIN DIPOLE ANTEN­
NAS. P.L. Overfelt. Naval Weapons Center. Physics Division. China Lake. CA. USA 

3 A COAXIAL WAVEGUIDE OPENING INTO A GROUND PLANE AND COVERED BY A DIELECTRIC 
HEMISPHERE. R.D. Nevels. J.E. Wheeler. Texas A&M University. Dept. of Electrical Engineering. 
College Station. TX. USA 

4 A NEW SIMPLE LEAKY WAVE ANTENNA FOR MILLIMETER WAVES. A.A. Oliner. Polytechnic 
Institute of New York. Brooklyn. NY. USA; P. Lampariello. University of Rome" La Sapienza". Rome. 
Italy 

5 ANALYSIS OF A FINITE LENGTH TUBULAR MONOPOLE ANTENNA DRIVEN BY A COAXIAL LINE 
AND PRECISION ADMITTANCE MEASUREMENTS. M.E. Morris. Sandia National Laboratories. 
Electromagnetic Analysis Division 7553. Albuquerque. NM. USA 

6 LOW ORDER POLES OF A LINEAR ANTENNA USING DIAKOPTIC THEORY. H. Smith. E. Niver. 
G. Whitman. New Jersey Institute of Technology. Electrical Engineering Dept .. Newark. NJ. USA 

7 OPTIMUM MULTIPLE FEED OF A DIPOLE ANTENNA. S. Saoudy. M. Hamid. University of Man­
itoba. Dept. of Electrical Engineering. Winnipeg. MB 

8 FOLDED DIPOLE ANTENNAS ON A METALLIC MAST. H.A. Kalhor. A.R. Mallahzadeh. Shiraz 
University. Electrical Engineering Dept .. Shiraz. Iran 
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A NUMERICAL SOLUTION OF THE COUPLED INTEGRAL EQUATIONS 
WHICH DESCRIBE THE SYMMETRIC MODES OF THE CIRCULAR 

DIFFRACTION ANTENNA WITH A RECESSED CENTER rOST 

Douglas J. Riley 
Sandia National Laboratories 

Electromagnetic Applications Division, 2322 
Albuquerque, New Mexico 87185 

The circular diffraction antenna with a recessed center 

post, shown in Figure 1, represents a simplified model 

for multiwire umbilical connectors used on aircraft. It 

is of interest to predict power levels received by the 

load Zl' over a wide frequency range, for arbitrary angle 

of plane wave incidence and recession depth of the center 

post. To obtain a complete solution, one must examine 
all TE and TM modes within the waveguides. The solution 

considered in this paper represents a partial solution 

since only the symmetric excited modes are considered. 
However, in the low frequency regime when only a TEM mode 

propagates within the coaxial line, the power delivered 

to the load is completely given by the solution presented 

here. In the high frequency regime, the power delivered 

to the load by each propagating symmetric mode is deter­
mined by using multimode transmission line theory. 
Examples are presented in this paper which depict the 
variation of the coaxial effective height, coaxial aper­
ture admittance, and delivered load power as a function 
of frequency and also recession depth of the center post. 

2c 
\E----)I 

Figure 1: The circular diffraction antenna 
with a recessed center post. 
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A METHOD FOR EXACT INTEGRATION OF VECTOR POTENTIALS 
OF THIN DIPOLE ANTENNAS 

P. L. Overfelt 

Michelson Laboratory, Physics Division 
Naval Weapons Center, China Lake, California 93555 

B-1-2 

Radiation or far-field approximate expressions for the vector 
potentials of thin dipole antennas with various current distribu­
tions are well known. Less familiar are expressions which are 
valid in the induction and near-fields of such antennas. One such 
expression can be found assuming a sinusoidal current distribution 
(Stratton, Electromagnetic Theory, 454-457, 1941), but a general 
method for deriving exact vector potentials for arbitrary current 
distributions does not appear available. 

In this paper, we derive vector potentials based on constant, 
sinusoidal, triangular, and polynomial (of any degree) current 
distributions by performing the integrals exactly. Several vari­
able transformations are used to express the integrand as an 
infinite series of Bessel functions, the arguments of which do not 
depend on the variable of integration. The integration is easily 
done, and the solution is transformed back to the original vari­
abIes. Such solutions are completely general and independent of 
the usual restrictions involving the wavelength, distance to the 
observation point, and dipole length. In particular, the solution 
for a constant current distribution is shown to reduce to its 
far-field form under appropriate conditions. Convergence proper­
ties are discussed, and numerical results comparing the exact 
solutions to their far-field forms are presented. 
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A Coaxial Waveguide Opening into a Ground Plane 
and Covered by a Dielectric Hemisphere 

Robert D. Nevels and J. Edward Wheeler 
Department of Electrical Engineering 

Texas A&M University 
College Station, Texas, 77843 

A coaxial waveguide opening into a ground plane and covered by a 
dielectric hemisphere is investigated. Two configurations are considered, a 
coax with a flat center conductor (figure 1) and one with a hemispherical 
center conductor extension (figure2). Both are excited by an incident TEM 
wave and the frequency is chosen for single mode operation. 

The field equivalence principle and image theory are used .to separate 
the cylindrical and spherical geometries of the problem and analytic Green's 
functions are derived for the fields. By requiring continuity of the tangential 
magnetic field in til" wilveguide aperture an integral equation is obtained. 
Using the method of moments the integral equation is solved for the aperture 
magnetic current. The electric and magnetic fields can then be obtained 
using the Green's functions. 

Results are presented for selected values of the hemisphere dielectric 
constant. Impedance as a function of the device dimensions (or frequency of 
excitation) is presented. Near field power flow from the aperture is presented 
graphically and the far field power density patterns are also presented. 

figure 1 

nielectric 
hemisphere 

Hemispherical 
conductor 

Coaxial 
waveguide--~=-~ 
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A NEW SIMPLE LEAKY WAVE ANTENNA 

FOR MILLIMETER WAVES 

A. A. Oliner 
Polytechnic Institute of New York 

Brooklyn, New York, USA 

and 

P. Lampariello 
University of Rome "La Sapienza" 

Rome, Italy 

B-1-4 

Traveling wave antenna structures at millimeter wavelengths must be simple in form, to minimize fabrication difficulties, and be based on a low-loss waveguide, so that the radiation per unit length does not have to compete with the waveguide attenuation. We here propose and analyze a new leaky wave antenna structure that addresses both of these considerations, and is particularly simple in form. 

The new structure consists of groove guide that is bisected with a metal wall along the long axis of its cross section. The cross section then looks like a length of parallel plate guide with a short tee stub near its center but on one side only. One end of the parallel plate section is short-circuited (at an optimum loca­tion) so that radiation occurs from one end only. 

An accurate analysis in equivalent circuit form has been con­ducted for the tee stub configuration based on a variational formu­lation, and then this equivalent circuit was employed in a trans­verse resonance procedure to yield a simple but accurate dispersion relation for the phase and leakage constants of the leaky wave an­tenna structure. The structure is found to be versatile in that it can furnish either narrow beams or relatively wide beams, depending on the design. Optimization considerations relating to the rela­tive dimensions of the cross section are also presented in the con­text of some numerical results. 
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Analysis of a Finite Length Tubular Monopole 
Antenna Driven by a Coaxial Line and 

Precision Admittance Measurements 

Marvin E. Morris 
Electromagnetic Analysis Division 7553 

Sandia National Laboratories 
Albuquerque, NM 87185 

In this paper, the problem of a coaxially-driven, finite 
length tubular monopole antenna over an infinite ground 
plane is formulated as a rigorous boundary value problem. 
The resulting coupled pair of singular integral equations 
is numerically solved for the electric field in the end of 
the coaxial line and for the total current on the antenna. 
The electric field is used to compute the admittance of the 
antenna. The admittance, electric field, and current are 
presented for a wide range of experimentally useful parameters. 
Precision admittance measurements are presented for a range 
of drive frequencies, antenna lengths, and drive geometry 
configurations. 
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LOW ORDER POLES OF A LINEAR ANTENNA 
USING DIAKOPTIC THEORY 

Howard Smith, Edip Niver and Gerald Whitman 
Electrical Engineering Department 

New Jersey Institute of Technology 
Newark, N.J. 07102 

B-1-6 

The diakoptic theory (1), which has been successfully applied to the analysis of multielement antennas in free space, is extended to obtain a frequency dependent expression for the input impedance of a dipole. This expression is used to determine the lower order poles of the radiating structure. 

The thin linear antenna is diakopted into electrically short segments. Each segment is treated as a two-port network. An impedance matrix is found which characterizes coupling between segments. By expanding the free space Green's function in a power series in wavenumber k each entry in the fzjultant impedance matrix is obtained as a function of frequency • Enforcement of continuity of currents and equality of scalar potentials at the nodes of the diakopted structure yield a system of linear equations. It's solution yields the current distribution and hence, a frequency dependent admittance expression. The poles of this function are determined using a numerical scheme. Lower order poles are observed to be in a good agreement with the refere?3' solution obtained using the Singularity Expansion Method • 

References 

(1) G. Goubau, N.N. Puri and F.K. Schwering, "Diakoptic Theory for Multielement Antennas", IEEE Trans. Antennas and Propagat., vol., AP-30, pp. 15-26, 1982. 

(2) H. Smith, E. Niver and G. Whitman, "Frequency Dependent Input Impedance Function of a Thin Linear Antenna", submitted for a presentation in International Symposium on Antenna and EM Theory, Beijing, China, August 24-26,1985. 

(3) F.M. Tesche, "On the Analysis of Scattering and Antenna Problems Using the Singularity Expansion Technique", IEEE Trans. Antennas and Propagat., vol. AP-21, pp. 52-59, 1973. 
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OPTIMUM MULTIPLE FE:ED OF A DIPOLE 
ANTENNA 

S. Saoudy and M. Hamid 

Antenna Lab .• Elec. Eng. Dept. 
University of Manitoba 

Winnipeg. Canada. R3T 2N2 

ABSTRACT 

The gain of a dipole antenna of any length (L) and wire radius (a) 

is computed by the method of moments for an arbitrary number (n) and 

location of voltage sources along the dipole. An optimization routine is 

also employed to maximize the gain for any given number of sources 

and lmtenna length in order to determine the optimum complex ampli­

tude and location (1/. i=1.2 •... n) of each voltage source. The results are 

presented for a wide range of antenna length and number of sources. It 

is shown that the gain and beamwidth are improved by this technique 

at the expense of a more complicated feed network. 
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Schematic diagram of the multiply fed dipole. 
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FOLDED DIPOLE ANTENNAS ON A METALLIC MAST 

H. A. Kalhor and A. R. Mallahzadeh 
Electrical Engineering Department, Shiraz University 

Shiraz, Iran 

B-1-8 

Most ~f development work on these antennas which find applica­
tion in VHF and UHF bands are done by antenna manufacturers and tech­
nical details do not appear in the public literature. We have studied 
stacked folded dipoles mounted on metallic masts and electrically con­
nected to them. The figure shows such antenna with one fOlded ele-
ment. 
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4. 
An integral equation of Hallen type is derived for the current 

distribution on the antenna and the mast. Numerical solution of this 
integral equation gives the current distribution from which the radia­
tion pattern and the input impedance are calculated. Numerical resu­
lts are compared against experimental results and goo~hagreement is 
observed. For one folded element with parameters In--- =5,b=10a, a1=4a, 
L=2h and different c/b ratios the input impedance of aA/ 2 antenna is 
as shown: 

c/b Z. J.n c/b Rin (resonance) h/A (resonance) 

2.5 171.061+j214.45 2.5 112.50 0.2240 
2.75 192.18 +j226.22 2.75 123.80 0.2234 
3.0 217.70 +j235.52 3.0 135.10 0.2225 

The input impedance and the radiation resistance depart significantly 
from those of a folded dipole in free space. The reduction is due to 
shorting effect of the mast. 
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1 INTEGRAL EQUATION FORMULATION FOR IRREGULAR BOUNDARIES: NOVEL APPLICATION OF GALERKIN EXPANSIONS. L.N. Medgyesi-Mitschang. J.M. Putnam. McDonnell Douglas Re­search Laboratories. St. Louis. MO. USA 
2 HYBRID SOLUTIONS FOR SCATTERING FROM IMPERFECTLY CONDUCTING BODIES. D.-S. Wang. L.N. Medgyesi-Mitschang. McDonnell Douglas Research Laboratories. St. Louis. MO. USA 
3 A HYBRID EQUATION APPROACH FOR THE SOLUTION OF ELECTROMAGNETIC SCATTERING PROBLEMS INVOLVING TWO-DIMENSIONAL INHOMOGENEOUS DIELECTRIC CYLINDERS. Z. Gong. A. W. Glisson. University of Mississippi. Dept. of Electrical Engineering. University. MS. USA 
4 BEHAVIOR OF SOLUTIONS OF THE COMBINED FIELD INTEGRAL EQUATION FORMULATION OF ELECTROMAGNETIC SCATTERING AND ITS GENERALIZATION. P.L. Huddleston. L.N. Medgyesi-Mitschang. J.M. Putnam. McDonnell Douglas Research Laboratories. St. Louis. MO. USA 

5 QUASI-TEM ANALYSIS OF ISOLATED AND COUPLED MICROWAVE TRANSMISSION LINES BY THE FINITE ELEMENT METHOD. Z. Pantie. R. MiUra. University of Illinois. Electromagnetic Com­munication Laboratory. Urbana. IL. USA 
6 TRIANGULAR ELEMENT ANALYSIS OF SCATTERING BY ARBITRARY PLANAR PERIODIC SUR­FACES. J.P. Montgomery. E.J. Kuster. Georgia Institute of Technology. Georgia Tech Research Institute. Atlanta. GA. USA 
7 ELECTROMAGNETIC SCATTERING FROM ELECTRICALLY LARGE COATED STRIPS. J.M. Put­nam. L.N. Medgyesi-Mitschang. McDonnell Douglas Research Laboratories. St. Louis. MO. USA 
8 RADIATION AND SCATTERING FROM ELECTRICALLY SMALL CONDUCTING BODIES OF ARBI­TRARY SHAPE. E. Arvas. Rochester Institute of Technology. Rochester. NY. USA; R.F. Harrington. J.R. Mautz. Syracuse University. Syracuse. NY. USA 
9 PHASE ESTIMATION IN TWO DIMENSIONAL NUMERICAL INTEGRATION. R.J. Pogorzelski. TRW Space and Technology. Redondo Beach. CA. USA 

10 EFFICIENT NUMERICAL TECHNIQUES FOR SOLVING ELECTROMAGNETIC FIELD PROBLEMS. T.K. Seshadri. K. Rajaiah. B.K. Sinha. Centre for Electromagnetics. Department of Electronics. Madras. India 
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INTEGRAL EQUATION FORMULATION FOR IRREGULAR BOUNDARIES: 
NOVEL APPLICATION OF GALERKIN EXPANSIONS 

L. N. Medgyesi-Mitschang and J. M. Putnam 
McDonnell Douglas Research Laboratories 

P. O. Box 516 
St. Louis, MO 63166 

Electric or magnetic integral equation (EFIE or MFIE) formu­
lations have been used to represent the scattering processes for 
objects not conforming to separable geometries. Method of moments 
(MM) solutions offer great flexibility in geometries that may be 
treated. Entire domain Galerkin expansions are often analytically 
convenient and computationally highly efficient in implementing 
solutions for classes of one-, two-, and three-dimensional scat­
terers and can be used for surfaces with irregular boundaries. In 
EFIE or MFIE formulations of such bodies, the boundary irregulari­
ties are embedded in the integro-differential operators. The 
structure of the MM solutions are examined for these cases, with 
emphasis on the EFIE formulation. The concepts are illustrated in 
detail for one class of three-dimensional problems, namely finite 
circular cylinders with irregular edges. Entire domain Galerkin 
representations are used for the axial and circumferential 
currents. The coupling of these currents are examined as a 
function of the boundary irregularity (stochastic or determinis­
tic) and compared with previous results for finite cylinders. 
Extensions of these concepts to the MFIE formulation will be 
discussed. 
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HYBRID SOLUTIONS FOR SCATTERING 
FROM IMPERFECTLY CONDUCTING BODIES 

D.-S. Wang and L. N. Medgyesi-Mitschang 
McDonnell Douglas Research Laboratories 

P. O. Box 516 
St. Louis, MO 63166 

B-2-2 

An extension of the hybrid method, originally developed for perfectly conducting and partially coated bodies (IEEE Antennas Propagation, Vol. AP-31 , No.4, 570, 1983 and Vol. AP-32 , No.7, 717, 1984), is presented for electromagnetic scattering from elec­trically large bodies, coated or consisting of lossy material. An integral equation arising from the impedance (Leontovich) boundary condition is solved by incorporating physical optics (PO) and Fock Ansatzes for the surface currents into a method of moments (MM) solution. High-frequency methods are used to evaluate the cur­rents on the smooth convex part of the scatterer so that the number of unknowns required in the MM is substantially reduced; hence, electrically large scatterers can be treated. The use of the MM technique enables the treatment of irregular surfaces, such as geometric/material discontinuities and edges, not amenable to the geometric or physical theories of diffraction. 

The formulation is particularized to axisymmetric scatterers. Numerical results for spheres, compared with the Mie solution, illustrate the range of validity of the impedence boundary condi­tion as to the material properties and geometry of the scatterers. Representative results are presented for bodies of revolution with and without surface discontinuities and edges. For body dimen­sions near the resonance region, the results are correlated with MM solutions; for electrically large scatterers, the results are compared with recently measured data. 
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A HYBRID EQUATION APPROACH FOR 'IHE SOLUTION 
OF ELECTROMAGNETIC SCATTERING PROBLEMS INVOLVING 

TWO-DIMENSIONAL INHOMOGENEOUS DIELECTRIC CYLINDERS 

Zhengquan Gong and Allen W. Glisson 
Department of Electrical Engineering 

University of Mississippi 
University, MS 38677 

A numerical procedure is presented for the solution of elec­
tromagnetic scattering problems involving inhomogeneous dielectric 
cylinders which have arbitrary cross section. The cases of illum­
ination by both TM and TE plane waves are considered. The scat­
tering problems are formulated via a hybrid integral equation/par­
tial differential equation approach in which the inhomogeneous 
region is modeled by the partial differential equation for the 
electric field and the radiation condition is incorporated by en­
forcing an integral equation at the surface of the inhomogeneous 
region. The surface integral equation is developed in the usual 
manner via application of the equivalence principle so that the 
fields exterior to the body are radiated by equivalent electric 
and magnetic surface currents J and M. Line segments are used to 
model the cylinder surface while th~ interior region is gridded 
into triangular cells. Appropriate testing functions and basis 
functions for the unknown surface currents J and M and for the 
unknown interior electric field are chosen-;- and the method of 
moments is applied to produce a system of simultaneous equations 
which may be solved for the unknown quantities. 

The partial differential equation for the interior region and 
the surface integral equation are coupled in such a manner that 
existing surface integral equation computer codes for treating 
problems involving scattering by homogeneous cylinders can be used 
to generate the block of the matrix corresponding to the surface 
current interactions. It is necessary only to modify a few ele­
ments near the diagonal of this matrix block in a straightforward 
manner. The remaining blocks of the matrix, which comprise the 
interior differential equation elements and the elements due to 
coupling between the surface and the interior region, are very 
simple to generate and are sparse. The system matrix is therefore 
largely sparse and should be amenable to specialized matrix solu­
tion techniques or iteration. In addition, the procedure has the 
advantage that more scatterers may be included in the vicinity of 
the inhomgeneous body with the usual simplicity of moment method 
formulations, while still retaining the partially sparse nature of 
the matrix. 
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BEHAVIOR OF SOLUTIONS OF THE COMBINED FIELD INTEGRAL 
EQUATION FORMULATION OF ELECTROMAGNETIC 

SCATTERING AND ITS GENERALIZATION 

B-2-4 

P. L. Huddleston, L. N. Medgyesi-Mitschang, and J. M. Putnam 
McDonnell Douglas Research Laboratories 

P. O. Box 516 
St. Louis, MO 63166 

Formulations of electromagnetic scattering for closed, per­fectly conducting bodies based on the electric field integral equation (EFIE) or the magnetic field integral equation (MFIE) are known to suffer from nonuniqueness of their solutions at frequen­cies associated with internal cavity resonances. Tbe combined field integral equation (CFIE) formulation, which involves a linear combination of these two integral equations using a cou­pling parameter has been proved to provide unique solutions at .. these internal resonances (J. R. Mautz and R. F. Harrington, AEU 1l, 159-164, 1978). 

An electromagnetic scattering formulation for dielectrically coated, perfectly conducting bodies that treats the conducting surface by either the EFIE or the MFIE approach also leads to non­uniqueness at internal resonances. To remedy this problem, a generalization of the CFIE formulation to treat conductors with layered dielectric coatings is proposed. Tbis generalized formu­lation is proved to provide unique solutions at all frequencies. 

Results on the dependence of the numerical solutions of the CFIE and the generalized CFIE on the coupling parameter are pre­sented for a variety of body-of-revolution configurations. 
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QUASI-TEM ANALYSIS OF ISOLA TED AND COUPLED MICROW AVE 
TRANSMISSION LINES BY THE FINITE ELEMENT METHOD 

Zorica Pantic* and Raj Mittra 
Electromagnetic Communication Laboratory 

University of Illinois 
Urbana, Illinois 61801 

Accurate prediction of the characteristic impedance, attenuation, cou­
pling, crosstalk. etc., in microstrips, striplines and similar transmission lines 
is important in digital circuit design, communication and other applications. 
In this paper a computer-aided analysis of isolated and coupled microwave 
transmission lines of arbitrary cross section is presented. The analysis is based 
on a quasi-TEM model that is adequate for typical pulse rise times of interest 
and is sufficiently accurate for lower microwave frequencies. The charac­
teristics of isolated lines as well as the even- and odd-mode propagation in 
coupled transmission lines are investigated. 

The finite element method employing both the first order and higher 
order triangular elements is used to solve for the quasistatic potential and the 
corresponding electric field distribution in the transmission lines. It is shown 
that the accuracy and efficiency of computation can be signiftcantly enhanced 
via the use of the high-order elements as compared to the case where only the 
iiFst-order elements are employed. However, the first-order elements are 
found to be better suited for modeling boundaries of complex shape. Once the 
potential distribution is known, the capacitance per unit length of the 
transmission line is obtainable from the variational expression, and the 
effective permittivity as well as the characteristic impedance of the line can 
be readily calculated. Next, the conductor and dielectric losses can be 
estimated using a perturbational approach. 

One of the principal advantageous features of the finite element method 
is that it is capable of handling transmission lines with rather arbitrary 
conftgurations. Lines treatable by the technique described in this paper may 
contain an arbitrary number of conductors of arbitrary shape and inhomo­
geneous dielectric regions that can be approximated locally by a number of 
homogeneous subregions. In contrast, the spectral-domain methods are often 
restricted to conductors that are thin strips and dielectrics that have planar 
interfaces. 

The paper describes two different computer software packages that have 
been developed for solving the problem at hand. The first of these is employed 
for semiautomatic generation of either the first or the high-order triangular 
element meshes. The second package calculates the potential and field distri­
butions, capacitance per unit length, characteristic impedance, effective per­
mittivity, and attenuation due to conductor and dielectric losses. 

The results obtained using the finite element procedure have been com­
pared for various types of isolated and coupled microwave transmission lines 
and have been found to agree well with the available theoretical and 
experimental data . 

• Visiting Fulbright Scholar from the University of Ni;' Yugoslavia. 
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TRIANGULAR ELEME NT ANALYS IS OF SCATTERING BY 
ARBITRARY PLANAR PERIODIC SURFACES 

J. P. Montgomery and E. J. Kuster 
Georgia Tech Research Institute 
Georgia Institute of Technology 

Atlanta, Georgia 30332 

B-2-6 

The electromagnetic scattering by a planar periodic structure 
has been discussed for both aperture (C. C. Chen, IEEE Trans. MTT, 
627-632, 1970) and conducting (J. P. Montgomery, IEEE Trans. AP, 
70-75, 1975) structures. The purpose of this paper is to discuss 
the application of a triangular patch basis function (S. M. Rao, 
et. aI., IEEE Trans. AP, 409-418, 1982) to these planar periodic 
structures. The triangular patch lends itself well to very 
arbitrary shapes, including those not easily analyzed by 
rectangular patches (B. J. Rubin and H. L. Bertoni, IEEE Trans. 
AP, 829-836, 1983). The method has been applied to a variety of 
single and dual layer structures and allows for an arbitrary 
number of dielectric layers. Lossy conducting elements are also 
permitted. Input data for the program is conveniently created 
using interactive graphic techniques. 

Several examples have been examined including a comparison 
with previous computations for a two layer four legged slot array 
and a single layer Jerusalem cross array. 
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ELECTROMAGNETIC SCATTERING FROM ELECTRICALLY LARGE COATED STRIPS 

J. M. Putnam and L. N. Medgyesi-Mitschang 
McDonnell Douglas Research Laboratories 

P. O. Box 516 
St. Louis, MO 63166 

Efficient numerical solutions for the electromagnetic 
scattering for classes of electrically large, coated, perfectly 
conducting strips, flat or curved, are presented. The formulation 
is based on the solution of a coupled system of electric and 
magnetic field integral equations using the method of moments 
(MM). Entire domain Galerkin representations for the currents are 
used on the surface of the coating and at the coating-conductor 
interface. The resulting matrix equation is well conditioned and 
admits rapid, accurate solutions. Numerical results are presented 
for various coating thicknesses, strip width, and curvature. The 
convergence of the Galerkin solution is examined as a function of 
these parameters. The effect of the edge approximation in the 
choice of expansion functions is discussed. The analytical 
results are compared with experimental measurements. 
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RADIATION AND SCATTERING FROM ELECTRICALLY SMALL 
CONDUCTING BODIES OF ARBITRARY SHAPE 

Ercument Arvas 
Rochester Institute of Technology 

Rochester, NY 14623 

Roger F. Harrington and Joseph R. Mautz 
Syracuse University 
Syracuse, NY 13210 

B-2-8 

A simple moment solution is given for low frequency electromagnetic scattering and radiation problems. The problem is approximated by two corresponding electrostatic and magnetostatic problems, and each static problem is then solved using the Method of Moments. The surface of perfectly conducting scatterer is modeled by a set of planar triangular patches. Pulse expansion functions and point matching testing are used to compute the charge density in the electrostatic problem. For the magnetostatic current a set of charge-free vector expansion functions is used. The induced electric and magnetic dipole moments are obtained using the computed electrostatic charge and the magnetostatic current distributions. The scattered field is computed using these dipoles. The problem is formulated assuming the scatterer to be in an unbounded homogeneous region. The scatterer is assumed to be illuminated either by an incident plane wave or by a slowly oscillating electric or magnetic dipole placed nearby. Scatterers of various shapes, such as the circular disc, the sphere, and the cube are studied. Special attention is paid to a conducting box with a narrow slot. 

The results of computations are in good agreement with exact results and published numerical results. It is observed that for the same incident plane wave the induced dipole moments for a cube are slightly larger than the ones for a sphere, provided the volumes of the cube and the sphere are equal. When a tangential (perpendicular) magnetic (electric) dipole is placed at the center of a face of a cube, the induced moments are about three times less than those which would result if the dipole were placed on a sphere, irrespective of the sizes of the sphere and the cube. It is also observed that a narrow slot at the center of a face of a cube transmits energy outside less efficiently than a slot close to an edge of the cube. 

The quantities involved in the computations (such as the moment matrix elements) are real. We believe that the present method may be more efficient, in terms of computer storage and time, than an EFIE method of solution which uses the same patching scheme. Also the present method gives more accurate results as the frequency gets smaller and smaller. 
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PHASE ESTIMATION IN TWO DIMENSIONAL NUMERICAL INTEGRATION 

R. J. Pogorzelski 
TRW.Space and Technology 
One Space Park 
Redondo Beach, CA 90278 

In an earlier presentation this author discussed a nu­
merical integration algorithm applicable to one dimensional com­
plex integrals wherein the phase function can be approximated by 
a polynomial. (R. J. Pogorzelski, National Radio Science Meeting, 
Boston, MA, 1984.) The remainder of the algorithm involves ex­
pansion in Chebyshev polynomials via FFT and recursive generation 
of the constituent integrals. In that presentation a generaliza­
tion of this algorithm to two dimensional integration was sugges­
ted. However, it was remarked that the performance of this gen­
eralization was not nearly as impressive as its one dimensional 
counterpart. In the present work the source of the difficulty is 
identified and a mitigation is suggested. 

In dealing with two dimensional integrals via the above 
algorithm, one is faced with the necessity of estimating the 
phase variations associated with the interior integral as con­
tinuous functions suitable for approximation by a polynomial in 
carrying out the outer integration, The difficulty in obtaining 
such estimates was recognized by earlier workers (J. J. Stamnes, 
et.al., Optica Acta, vol. 30, pp. 207-222, 1983) and resulted in 
their abandonment of a related approach. It is also noted that 
the method suggested in the previous work of this author embodies 
a fundamental misconception which is exhibited in the present 
work. 

The difficulty with the previously· suggested method of phase 
estimation centers around the intrO'ductiun of an extraneous term 
when one attempts to use the one dimensional algO'rithm to evalu­
ate the inner integral at its upper limit (O'r its lO'wer limit) 
individually. The extraneous term intrO'duced in the upper limit 
cO'ntributiO'n is identical to that intrO'duced in the lO'wer limit 
cO'ntribution so that when the integral is evaluated by subtract­
ing these cO'ntributiO'ns, this extraneous term cancels resulting 
in the cO'rrect value O'f the integral. HO'wever, when dealing with 
the twO' cO'ntributiO'ns individually, as one might in estimating 
the phase behavior O'f the integral, one must prO'perly accO'unt fO'r 
the extraneO'us term. The present wO'rk concerns analytical ex­
pressiO'n O'f the O'ffending term and suggestiO'n O'f means of apprO'­
priately dealing with it in the phase estimatiO'n process. 
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B-2-10 
EFFICIENT NllKERICAL TECHNIQUES FOR SOLVING ELECTROMAGNETIC 

FIELD PROBLEKS 

*T.K. Seshadri, K. Rajaiah and * B.K. Sinha 
* Centre for Electromagnetics 

Department of Electronics 
283, Anna Salai 

Madras 600 018, India 

Several analytical techniques for solving Electro­
magnetic field problems by numerical methods have been evolved 
for obtaining the solutions. This paper discusses in detail 
about the recently implemented successive integration and 
least collocation techniqu~s in solving the electromagnetic 
field problems. The implementation of the above numerical 
techniques have been quite effective in the characterization 
of certain field structures of homogeneous and inhomogeneous 
types as compared to the usual numerical methods. The result 
of the certain TEM transmission line problems are discussed 
in detail and compared for its computational efficiency and 
suitability. Alternate approach for solving the field 
problems of that kind in conjunction with the pOintmatching 
technique has also been suggested. 
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NONLINEAR STOCHASTIC TRANSPORT THEORY 

Ioannis M. Besieris and Michael E. Socke11 

Department of Electrical Engineering 

Virginia Polytechnic Institute and State University 

Blacksburg, Virginia 24061 

An urgent need has been felt recently for a statistical 

generalization of the theory of nonlinear electromagnetic waves. 

The necessity for such an extension has been dictated by specific 

problems in nonlinear optics, laser physics, etc., which require 

the investigation of nonlinear effects in a field of random waves. 

Our specific aim in this exposition is to motivate a systematic 

construction of a nonlinear stochastic transport theory starting 

from the Dyson and Bethe-Sa1peter equations. The latter are 

derived at the level of the direct interaction and ladder approxi­

mations, respectively, following a procedure analogous to that 

used by Kraichman in the case of hydrodynamic turbulence. The 

transition from the second moment to a nonlinear Boltzmann-like 

radiative transfer equation for the incoherent field intensity is 

effected via the Wigner phase-space distribution function. 

For the sake of simplicity, our discussion will be limited to 

scalar cw nonlinear random waves governed by a Helmholtz equation 

with a randomly perturbed Kerr-like index of refraction. 
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LARGE-ANGLE SCATTERING IN THE CFSB APPROXIMATION 

David A. de Wolf 
Department of Electrical Engineering 

Virginia Polytechnic Institute and State University 
Blacksburg, VA 24061 

B-3-2 

Recently, new expressions were derived for the electromagnetic 
power flux scattered at large angles from a bounded medium containing 
weak but extensive fluctuations of the dielectric permittivity at 
scale sizes large compared to the wavelength. The results take 
Cumulative Forward scattering in account, but restrict large-angle 
scattering to a Single "Backscatter", hence use a "CFSB" approximation 
to a renormalized wave equation. 

In order to make numerical calculations tractable, further 
approximations are introduced. The most drastic of these reduces 
the geometry to scattering of plane waves from cylindrical fluctua­
tions in a half space. It is then possible to estimate the ratio 
of the scattered flux to that of the conventional single-scattering 
approximation. The power spectrum of the fluctuations is given by 
a single-scaled power law. Numerical results will be presented. 
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SOLUTION FOR THE FOURTH MOMENT OF WAVES 
PROPAGATING IN RANDOM :MEDIA 

Johanan L. Codona, Dennis B. Creamer, Stanley M. Flatte, R.G. Frehlich, 
and Frank S. Henyey 

Center For Studies of Nonlinear Dynamics 
La Jolla Institute 
La Jolla, California 92037 
Affiliated with the University of California, San Diego. 

Using Green's function techniques and the parabolic approximation, a 
series solution is developed for the fourth moment of a beamed field 
incident on a random phase screen or extended random medium. Each 
term of the series generates two expressions for the intensity correlation; 
one valid at low spatial frequency , the other valid at high spatial fre­
quency. The electric field Green's function for the thin screen problem is 
the Fresnel kernel. The Green's function for the fourth moment is a pro­
duct of four Fresnel kernels. This expression is reduced to a series by an 
expansion in phase structure functions. The Green's function for the field 
of waves propagating through an extended random medium is a Feynman 
path integral. The Green's function for the fourth moment is then a pro­
duct of four path integrals. The Markov approximation, Gaussian refrac­
tive index fluctuations and slowly varying statistics in the propagation 
direction are assumed in order to perform the expectation over the ran­
dom medium. The resulting expression is very similar to the thin screen 
derivation. A series solution similar to the thin screen result is produced 
by an analogous expansion in wave structure functions and a path integral 
identity. The same result is derived using moment equation methods: 
thus demonstrating that the two approaches are eqUlvalent. The advan­
tages of the two methods are discussed. The behavior of the leading terms 
is compared to previous results for plane wave and point source 
geometries. 
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TWO FREQUENCY INTENSITY CORRELATION OF AN EXl'ENDED SOURCE SEEN THROUGH A srnONGLY SCATIERING PHASE SCREEN 

B-3-4 

.lohanan L. Codona, Dennis B. Creamer, Stanley M. F1atte, R.G. Frehlich, and Frank S. Henyey 

Center For Studies of Nonlinear Dynamics 
La Jolla lnstitute 
La Jolla, California 92037 
Affiliated with the University of California, San Diego. 

Intcnsity scintillations causcd by wavcs from an incohcrcnt, cxtcndcd source passing through a random phase screen are considered. As a starting point, the intensity cross-spectrum of a plane wave incident on a thin screen will be modeled. For monochromatic light, the intensity power spectrum at high spatial frequencies is known to be given by the Fourier transform of the square of the second moment. It is also known that this "fully saturated" approximation is a poor model for the two fre­quency intensity cross-spectrum due to an exponential factor involving the mean-square phase shift. By considering the two frequency fourth moment, we show that the fully saturated approximation breaks down when the outer scale is large compared with the diameter of the scatter­ing disk. One of the methods for dealing with this problem has been to drop the mean-square phase shift factor entirely. A new approximation is obtained from the two frequency fourth moment which has essentially the same limits of validity as the fully saturated approximation in the monochromatic case. The fully saturated result is recovered at very high spatial frequencies while at lower frequencies the result is equivalent to ignoring the mean-square phase shift factor. The physical significance of the new approximation will be discussed. At very low spatial frequencies a separate approximation is required. This leads to a model for t.he plane-wave intensity cross-spectrum at all spatial frequencies. The modification to the plane-wave result for an extended. incoherent source will be shown. Scaling laws relating the intensity decorrelation bandwidth, strength of scattering, and the source diameter will be presented. 
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A TWO-DIMENSIONAL SIMULATION OF WAVE PROPAGATION 
THROUGH A RANDOM MEDIUM 

W. A. Coles and J. P. Filice 
Dept. of Electrical Engineering and Computer Sciences 
UnivE!,rsity of California, San Diego, La Jolla, CA 92093 

The problem of the propagation of waves through a random 
medium is analytically intractable in many cases of practical 
interest. It is also difficult to study experimentally because of 
the difficulty of controlling or even characterizing the random 
medium. We will discuss a digital simulation of this problem for 
narrow angle forward scatter. 

In this simulation a random medium is approximated by a 
series of phase screens separated by free space. Each phase 
screen is generated from a sequence of psuedo-random numbers 
scaled so that the screen is a sample from an ensemble with a 
specified phase power spectrum. An incident wave of specified 
geometry is generated and the field at some observing plane is 
calculated using an integral solution to the parabolic wave 
equation. Stable estimates of the field statistics can be 
obtained through repeated calculations. 

This technique has many advantages over a direct numerical 
solution of the equations for the field statistics. It is more 
comparable to an idealized experiment than a numerical analysis. 
With this tool one can easily change the spectrum of the medium, 
the experimental geometry, or the field statistics of interest. 
The number of grid points required for the discrete approximation 
increases as the fourth power of the turbulence level; therefore 
the simulation is limited in practice to cases where the intensity 
variance calculated in the Born approximation is less than 100. 
This is convenient because below this limit strong scattering 
asymptotic approximations break down and the simulation is most 
needed. The problem of choosing the sampling interval in the 
phase screens, the number of phase screens required to represent 
the medium, and determining the effect of these choices on the 
results is analyzed. 

The simulation is applied to the case of a plane wave 
incident on a thin screen and also that of a point source in a 
homogeneous random medium. Comparisons with experiments 
(atmospheric optics and radio propagation in the solar wind) and 
theory (strong scattering asymptotic theory and weak scattering 
Born theory) are presented. Finally results are presented for the 
intensity variance and spatial scales for the case of a power law 
turbulence spectrum containing an inner scale. 
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THEORY OF BACKSCATTERING ENHANCEMENT OF RANDOM DISCRETE 
SCATTERERS BASED ON THE SUMMATION OF ALL 

LADDER AND CYCLICAL TERMS 

Leung Tsang and Akira Ishimaru 
Department of Electrical Engineering 

University of Washington 
Seattle, Washington 98195 

B-3-6 

In recent years theoretical and experimental studies have been carried out extensively in relation to remote sensing of the atmosphere and earth terrain such as vegetation, snow, ice~ covered land, soil, etc. The radiative~transfer theory has been widely used because it is simpler than the wave theory and has also been shown to be consistent with the wave theory based on the ladder approximation of the Bethe'Salpeter equation. However, the radiative'transfer theory does not account for backscattering enhancement that is a result of multiple~ scattering effects. A diagrammatic analysis of the ladder approximation which is consistent wi th the radiative'transfer theory shows that enhancement of back scattering is not exhibited because the cyclical diagrams which contribute significantly in the backscattering direction have been ignored. Backscattering enhancement of random discrete scatterers was previously investigated by a second'order theory. The theory predicts a sharp peak of angular width of the order 2K"/K' where K' and K" are the real and imaginary parts, respectively, of the effective propagation constant. The second~order theory includes first' order scattering, the second'order ladder term, and the second' order cyclical term. However, the second'order solution is not adequate when the albedo and the optical thickness of the scattering medium become appreciable. In this paper, by uSing the model of isotropic point scatterers, we investigate the 
multiple~scattering phenomenon by summing all the ladder and cyclical terms. The summation of all the ladder terms leads to the classical Schwarzschild~Milne integral equation with the exponential integral as kernel, the solution of which can be readily calculated. The summation of the cyclical terms leads to a two~variable cyclical~transfer integral equation with a more general kernel. The integral equation is then solved numerically, and the results thus include all the multiple scattering associated with the cyclical terms. Numerical results are illustrated as a function of scattering angle, albedo, and optical thickness. Results differ significantly from the 
second~order theory for appreciable optical thickness and albedo. The multiple~scattering solution also gives a sharper back~ scattering peak than the second~order solution. The ability to determine the angular distribution of the bistatic scattering coefficient around the backscattering direction has important applications in remote sensing because receivers generally have a finite angular width in their receiving pattern. 
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THE RELATIONSHIP BETWEEN THE FIELD CORRELATION 
FUNCTION AND THE SPECIFIC INTENSITY 

R. H. Lang and A. M. Ghuniem 
Department of Electrical Engineering & Computer Science 

The George Washington University 
Washington, D. C. 20052 

The general relation between the two-point correlation function 
of the field and the specific intensity is obtained for a medium of 
sparsely distributed discrete random scatterers. Starting from the 
scalar wave equation, an approximate equation for the correlation 
function of the field is derived by using the Foldy-Lax-Twersky 
assumption. By appropriately scaling this equation, the fractional 
volume is introduced as a small parameter, and a two variable 
perturbation technique is applied. It is found that the zeroth 
order approximation to the correlation equation can be represented 
as an angular transform of a two point specific intensity function. 
This specific intensity function satisfies a generalized transport 
equation. 

Further analysis shows that this two point specific intensity 
function can be directly related to the ordinary one point specific 
intensity function which satisfies the standard transport equation. 
Combining these two results shows that the two point correlation 
function of the field is directly related to the specific intensity. 
The result differs from a similar relation appearing in the 
literature, however, it reduces to it in the high frequency limit 
where the particles are pre-dominantly forward scattering. 
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IMPEDANCE AT A ROUGH WAVEGUIDE BOUNDARY 

Dr. John A. DeSanto 
Center for Wave Phenomena 
Mathematics Department 
Colorado School of Mines 
Golden, CO 80401 

B-3-8 

The impedance at the randomly rough upper boundary of an ocean 
waveguide is derived. The sound speed of the waveguide is an 
arbitrary function of depth. The boundary surface height is 
'assumed to be a statistically homogeneous Gaussian process. 
Integral equations for the Green's function and its normal 
derivative on the boundary are derived. These are solved to 
second order in the surface interaction. The result is a 
rational approximation to the impedance in terms of the waveguide 
Green's function and the statistical properties of the surface. 
The special cases of small and large roughness as well as that of 
a constant sound speed profile are presented. For simplicity we 
restrict the analysis to a semi-infinite waveguide where the 
waveguide Green's function vanishes at the surface (Dirichlet 
problem) . 
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SCATTERING BY ANISOTROPIC MODELS OF COMPOSITE 

ROUGH SURFACES-FULL WAVE SOLUTION 

E. Bahar 
Electrical Engineering Department 

University of Nebraska--Lincoln 
Lincoln, NE 68588 

ABSTRACT 

Various combinations of physical optics theory and perturba­

tion theory have been used to determine the scattering cross 

sections for composite models of rough surfaces. These solutions 

are based on a two-scale model of the rough surface. Physical 

optics accounts for specular point scattering from the large scale 

surface while perturbation theory accounts for Bragg scattering 

from the small scale surface. However, the results based on the 

perturbed-physical optics approach critically depend upon the 

manner in which the composite surface is decomposed into a large 

and a small scale surface. 

Since the full wave approach accounts for specular point 

scattering and Bragg scattering in a unified self-consistent 

manner, the solutions for the scattering cross sections can be 

derived from a single integral. However, the two-scale model can 

also be adopted when the full wave approach is used and the 

results are shown to be independent of the wavenumber kd where 

spectral splitting is assumed to occur, provided that the large 

scale surface satisfies the criteria for deep phase modulation 

(E. Bahar, et al., IEEE Trans. on Antennas and Propagation, AP-3I, 

1, 698-709, 1983). 

In this work, the full wave approach is applied to a rough 

surface characterized by an anisotropic slope probability density 

function. The full wave solutions based on the unified and two­

scale model are presented. Backscatter cross sections for both 

vertically and horizontally polarized waves are evaluated for all 

angles of incidence and it is shown that the results are most 

sensitive to wind direction for angles of incidence around 400 • 

On examining the individual terms for the total cross sections 

based on the two-scale model, it is shown that the cross sections 

become insensitive to wind direction for near grazing incidence. 
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TRANSMISSION AND REFLECTION OF PULSES IN A RANDOM MEDIUM 

C-M Chu and Hsiao-Fei Maa 
Radiation Laboratory 

Department of Electrical Engineering and Computer Science 
The University of Michigan 
Ann Arbor, Michigan 48109 

Abstract 

This paper starts with the derivation of a set of coupled 
partial differential equations governing two frequency mutual 
coherence functions of the transmitted and reflected waves due to 
a plane wave normally incident on a layer of random medium. The 
derivation is based on the parabolic equation formulation of 
Tatarskii (Zh. Eksp. Teor. Fiz., 56, 2106-2117, 1969), but a 
backward component is added to include the effect of backscattering 
and to preserve energy conservation. 

Approximate, closed form solutions for the two frequency 
mutual coherence functions are obtained. The results are expressed 
in the form of a scattering matrix, relating the two frequency 
mutual functions of the transmitted and reflected waves to that of 
the incident plane wave. 

Application of the analytical results to the transmission 
and reflection of high frequency pulses in random layers of various 
permittivity fluctuations and thicknesses are presented. The 
conservation of energy in this formulation is demonstrated. 
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2 STUDY OF THE PROBE FEED FOR MICROSTRIP ANTENNAS. M. Dav.idovitz. Y.T. Lo. University 
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3 QUASISTATIC TERMS FOR INTERIOR FIELDS OF MICROS TRIP ANTENNAS. W.F. Richards. 
University of Houston. Dept. of Electrical Engineering. Houston. TX. USA 

4 NUMERICAL COMPUTATION OF THE GREEN'S FUNCTION FOR INTERIOR FiElDS OF NON­
SEPARABLE MICROSTRIP ANTENNAS. W.F. Richards. C.M. Butler. University of Houston. Dept. 
of Electrical Engineering. Houston. TX. USA 

5 REFINEMENT OF THE RADIATING-SLOT MODEL FOR MICROSTRIP ANTENNAS TO ACCOUNT 
FOR NEAR-FIELD PHENOMENA. E.F. Kuester. D.C. Chang. T.M. Martinson. University of Col­
orado. Dept. of Electrical and Computer Engineering. Boulder. CO. USA 

6 ANALYSIS OF TUNABLE CIRCULAR PATCH ANTENNAS. G.-L. Lan. D.L. Sengupta. University of 
Michigan. Dept. of Electrical Engineering and Computer Science. Ann Arbor. MI. USA 

7 SPECTRAL-DOMAIN ANALYSIS OF MICROS TRIP ANTENNAS USING THE CONJUGATE GRADI­
ENT ALGORITHM. R. Kastner. A. Sabban. Rafael. Haifa. Israel; E. Heyman. Tel-Aviv University. 
Dept. of Electrical Engineering. Tel-Aviv. Israel 

8 AN ASYMPTOTIC EVALUATION OF THE MUTUAL COUPLING BETWEEN 2-D STRIPS ON A 
DIELECTRIC COATED CIRCULAR CYLINDER. B.W. Kwan. Florida State University. Institute of 
Engineering. Tailahassee. FL. USA; R.G. Kouyoumjian. E.H. Newman. Ohio State University Elec­
troScience Laboratory. Dept. of Electrical Engineering. Columbus. OH. USA 

9 AN EIGENFUNCTION SOLUTION FOR THE MUTUAL COUPLING BETWEEN MICROSTRIP 
MODES ON A DIELECTRIC COATED CYLINDER. B.W. Kwan. Florida State University. Institute 
for Engineering. Tallahassee. FL. USA; E.H. Newman. R.G. Kouyoumjian. Ohio State University 
ElectroScience Laboratory. Dept. of Electrical Engineering. Columbus. OH. USA 

10 ANALYSIS OF APERTURE COUPLED PATCH ANTENNA. P.L. Sullivan. D.H. Schaubert. D.M. 
Pozar. University of Massachusetts. Dept. of Electrical and Computer Engineering. Amherst. MA. USA 
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SUPERSTRATE EFFECTS ON THE MICROSTRIP PATCH ANTENNA 

Stephen O'Connor 
Sembiam Rengarajan 

California State University, Northridge 
Northridge, California 91330 

A spectral domain analysis of rectangular microstrip patch antennas' 
(Itoh and Menzel, IEEE AP. Trans., 29, 63-68, 1981) provides results 
on the resonant frequency, radiation pattern, and bandwidth. In 
this paper, the above analysis has been modified to study the effects 
of a dielectric superstrate on the resonant frequency, copolar and 
crosspolar radiation patterns, and bandwidth. In the literature, 
superstrate effects on printed dipoles have been analyzed in terms 
of Sommerfeld integrals (soares et al., IEEE AP. Trans., 32, 1149-
1153, 1984). The application of such a technique for a microstrip 
patch is very i nvo I ved. The spectra I doma i n is an elegant and simple 
alternative, maintaining the same theoretical rigor. Computed re­
sults in this work are compared to similar published results. These 
results will be useful in evaluating the effects of a dielectric 
cover or environmental effects like rain or snow on a microstrip 
patch antenna. 
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STUDY OF THE PROBE FEED FOR MICROSTRIP ANTENNAS 

M. Davidovitz, Y. T. Lo 
Department of Electrical and Computer Engineering 

University of Illinois at Urbana-Champaign 
Urbana, IL 61801 

B-4-2 

In order to facilitate the analysis of various micros trip patch 
antenna problems, the feeding structures have been in most cases 
simplified by replacing the actual feed by an ideal current probe 
or ribbon. Such idealized models have been shown to be adequate 
for calculating the input impedance of the micros trip patches when 
the thickness of the dielectric substrate is small compared to 
the wavelength. However, such models fail to predict accurately 
the input impedance of the microstrip antenna as the substrate 
thickness increased. In the case of the probe feed, this failure 
is due primarily to the fact that the boundary conditions on the 
probe are not satisfied. 

In this paper a canonical model for the probe fed micros trip patch 
is proposed and analyzed. The model consists of a circular patch 
fed by an arbitrarily located probe of finite radius. The analysis 
is simplified by assuming that the sides of the patch are enclosed 
by PMC. The problem is thus reduced to the one of a magnetic wall 
cavity fed by an eccentrically located probe. An integral equa­
tion for the electric field in the aperture of the coaxial feed 
is solved by the mode-matching method. The addition theorem for 
Bessel functions is used in constructing the modes of the magnetic 
wall cavity with an eccentrically placed inner conductor. The 
cutoff frequencies of this structure are computed by finding the 
zeros of a determinant, whose elements are transcendental functions 
of the frequency. The modes of the magnetic wall cavity with an 
eccentrically placed inner conductor are constructed and shown to 
satisfy boundary conditions on the probe, as well as the PMC wall. 
The input impedance of the micros trip antenna is computed and 
compared with avaialable experimental data. 
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QUASIST A TIC TERMS FOR INTERIOR FIELDS OF 
MICROSTRIP ANTENNAS 

William F. Richards 
Department of Electrical Engineering 

Univeristy of Houston 
Houston, TX 77004 

The field between the patch and ground plane of a microstrip antenna, the 
interior field, can be attributed to a primary current source driving the 
antenna and equivalent secondary electric surface currents on a magnetic 
wall. The magnetic wall is placed on a surface extending from the ground 
plane to the edge of the patch thus forming a closed cavity. One can 
write an integral equation in the unknown secondary current. This 
integral equation involves, among other things, the Green's fUnction for 
the microstrip cavity. By solving this integral equation, one can 
determine all important parameters of the antenna. Alternatively, one 
can assume as an approximation that the secondary electric current is 
zero and solve directly for the interior field. One also must modify the 
dielectric loss tangent by introducing an effective dielectric constant to 
account for the radiated power. This latter approximation is included in 
the so called cavity model of a microstrip antenna. Whether or not one 
uses the full-wave analysis mentioned first, or the cavity model 
approximation, one needs the microstrip cavity Green's function. How to 
compute this Green's fUnction efficiently is the subject of this paper. 

The cavity Green's function can be broken into the sum of a dynamic part, 
which requires the computation of the first few resonant modes of the 
cavity, and a quasistatic part. The quasi static part is a two-term 
polynomial in frequency. The two coefficients of this polynomial can be 
expressed as infinite series of the special functions associated with the 
patch geometry (eg., Bessel functions). These series converge very slowly 
making their acceleration important for practical applications. A method 
is presented for analytically obtaining the quasistatic terms for patches 
separable in one of four cylindrical coordinate systems: rectangular, 
circular cylindrical, elliptic cylindrical, and parabolic cylindrical systems. 
The quasistatic terms are obtained from Stevenson's method. The higher­
order terms are solutions to differential equations whose forcing functions 
involve the lower-order terms. By applying these techniques, one can 
obtain a single-index series for the quasistatic terms involving only 
exponential and circular functions. Further acceleration of these simpler 
series results in explicit extraction of the static singularity. In the case 
of circular-disk elements, the lowest-order term is even obtainable in 
closed form. Similar techniques can also be applied to non-separable 
patches, except that the quasistatic boundary-value problems are cast in 
terms of integral equations which must be solved numerically. This is the 
subject of a companion paper presented in this symposium (Richards and 
Butler, "Numerical computation of the green"s function for interior fields 
of non-separable microstrip antennas). 
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NUMERICAL COMPUTATION OF THE GREEN'S FUNCTION FOR 
INTERIOR FIELDS OF NON-SEPARABLE MICROSTRIP ANTENNAS 

William F. Richards and Chalmers M. Butler 
Department of Electrical Engineering 

Univeristy of Houston 
Houston, TX 77004 

Some techniques, both full-wave and approximate, for the analysis of 
microstrip antennas require the Green's function for a microstrip cavity. 
The micros trip cavity consists of two parallel, flat electric walls, joined 
at their edges by a ribbon of magnetic wall. The required Green's 
function is the electric field due to a filamentary, uniformly distributed 
electric current extending from one electric wall to the other along a line 
perpendicular to the electric walls. The Green's function can be written 
as the sum of two parts. One is a dynamic part,which accounts for the 
contribution of the first few resonant modes of the cavity. The remaining 
part is the quasistatic contribution, which is a first-degree polynomial in 
the square of the frequency. This representation is particularly efficient 
in that the resonant modes themselves are frequency independent as are 
the coefficients of the quasistatic contribution. Thus, they need only be 
determined once regardless of at how many different frequencies the 
Green's functions is to be computed. 

If the boundary of the patch (the magnetic wall) coincides with the 
constant-coordinate surfaces of one of the four cylindrical coordinate 
systems in which the Helmholtz equation is separable, then these 
frequency-independent quantities can be determined analytically. These 
systems are rectangular, circular cylindrical, elliptic cylindrical, and 
parabolic cylindrical systems. Consideration of such separable patches is 
given in a companion paper (Richards, "Quasistatic terms for interior 
fields of microstrip antennas") in this symposium. When the patch 
geometry is not separable, then both the dynamic and the quasi static 
parts of the Green's function must be determined numerically. The 
numercial computation of this Green's function is the topic of this paper. 

The dynamic part (the lowest resonant modes) can be determined by 
applying the moment method to solve a homogeneous integral equation for 
the unknown source-free magnetic current on the magnetic wall. A more 
interesting problem is the determination of the quasistatic terms. This 
requires writing and solving a pair of static integral equations. The 
solution of the integral equation for the higher-order term requires the 
solution of the integral equation for the lowest-order term. There are 
several possible formulations. The one currently being investigated 
explicity removes the free-space static singularity and the nearest image 
term. By image term, we mean the static image of the source with 
respect to an osculating plane at a point on the boundary nearest the 
source point. This leaves an unknown field distribution which is relatively 
smooth. 
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REFINEMENT OF THE RADIATING-SLOT MODEL FOR MICROSTRIP 
ANTENNAS TO ACCOUNT FOR NEAR-FIELD PHENOMENA 

Edward F. Kuester, David C. Chang and 
Thomas ~1. Martinson 

Electromagnetics Laboratory 
Department of Electrical and Computer Engineering 

University of Colorado, Box 425 
Boulder, CO 80309 USA 

A common method for the calculation of the far fields of rectan­
gular microstrip patch antennas is to model the radiating edges 
by equivalent slots on the top of the substrate which is other­
wise covered with metal in this equivalent representation. The 
field across the narrow dimension of the slot can be assumed 
constant for the purpose of calculating these far fields 
[Po Hammer et al., IEEE Trans. Ant. Prop., ~, 267-270, 1979J. 
When calculating near fields, however, or quantities such as the 
imaginary part of the slot admittance which depend on the near 
field, the constant field assumption is inadequate, and does not 
reproduce the correct results for certain canonical problems 
which are available from Wiener-Hopf analyses [E.F. Kuester et al., 
IEEE Trans. Ant. Prop., 30, 910-917, 1982J. --

In the static problem of the circular disc capacitor with small 
plate separation, F. Leppington and H. Levine [Proc. Camb. Phil. 
Soc., 68, 235-254, 1970J showed how knowledge of the exact elec­
tric field in the plane of one of the plates when the edge is 
straight could be used to obtain accurate formulas for the disc 
capacitor when the edge is slightly curved. In this paper, we 
will use a similar idea to predict the correct behavior of an 
electrically thin patch antenna by using a knowledge of the exact 
electric field (the "slotfield") on the surface of the substrate 
for the static problem of a semi-infinite upper conductor with a 
straight edge. This result has been found by others [N.N. Lebedev, 
Sov. Phys. Tech. Phys., l, 1234-1243, 1958; W.C. Chew and 
J.A. Kong, Math. Proc. Camb. Phil. Soc., 89, 373-384, 1981J and 
reproduces the proper values of edge admittance (or reflection 
coefficient) for thin substrates with considerably less effort 
than is required from a dynamic Wiener-Hopf analysis. This more 
precise use of the equivalent radiating-slot formulation can be 
extended for use in other shapes of patch antenna by segmenting 
the edge into a sufficiently large number of slots over which the 
voltage is substantially constant. The resulting matrix equation 
involves only edge voltages rather than currents over the entire 
surface of the patch, and thus yields accurate data on resonant 
frequency with much less computational effort. 
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ANALYSIS OF TUNABLE CIRCULAR PATCH ANTENNAS 

Guey-Liou Lan* and Dipak L. Sengupta 
Radiation Laboratory 

Department of Electrical Engineering and Computer Science 
The University of Michigan 
Ann Arbor, Michigan 48109 

ABSTRACT 

B-4-6 

The resonant or operating frequency of a circular patch 
antenna can be varied by placing passive metallic or tuning posts 
at suitable locations within the antenna's boundary. The present 
paper discusses a theoretical model developed for the analysis 
of the input performance of such tunable antennas. The antenna 
is modelled as a radial waveguide terminated by an admittance 
appropriate for the radiating aperture; the effects of the tuning 
posts are accounted for by their equivalent admittances placed at 
the locations of the posts. The input admittance of the antenna 
is then obtained from the equivalent radial line considerations. 
The operating frequency is obtained as that frequency where the 
input admittance becomes real. Comparison of analytical and 
measured results seems to establish the validity of the model for 
the purpose of design of such antennas. 

* Now with RCS Laboratories, Princeton, NJ 08540. 
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SPECTRAL-DOMAIN ANALYSIS OF MICROSTRIP ANTENNAS USING THE 
CONJUGATE GRADIENT ALGORITHM 

R. Kastner and A. Sabban 
RAFAEL, P.O. Box 2250/87 
Haifa 31021, Israel. 

E. Heyman 
Department of Electrical Engineering 
Tel- Aviv University 
Tel-Aviv 69978, Israel. 

The planarity of microstrip structures makes it attractive to 
employ the spectral representation of fields. For these 
structures, the method.based upon the combination of the 
spectral representation and the Conjugate Gradient algorithm 
is shown in this work to be a highly efficient and with good 
convergence characteristics. Unlike the cavity-model method, 
this method can handle very general micros trip structures, and 
it is not restricted by size as much as moment methods are. 
Current distributions and near fields are obtained both at the 
antenna and along the nearby feeding structure. 

The method uses a closed-form, spectral algebraic Green's 
function at the presence of dielectric layers and (infinite) 
ground plane, obtained By transmission-line-equivalence method. 
A compact and general representation for any number of layers 
is derived. Next, an "incident field" model is constructed 
from an elementary source current located on the feeding line 
at some distance away from the antenna. The antenna problem 
is thereby transformed into the familiar scattering problem and 
the Conjugate Gradient is employed in a standard manner (Kastner & 
Mittra, 1984 Int'l IEEE/AP-S Symposium digest, pp 925-928). 

The calculations agree with our experimental results. The method 
is also capable of handling multiple layers as well as finite 
ground plane problems. 
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AN ASYMPTOTIC EVALUATION OF THE MUTUAL COUPLING BETWEEN 
2-D STRIPS ON A DIELECTRIC COATED CIRCULAR CYLINDER 

B.W. Kwan 
The Florida St. Unlv. 
Inst. for Engineering 
Rm. 106 Education Bldg. 
Tallahassee, Fl 32306 

R.G. Kouyoumjlan, E.H. Newman 
The Ohio State Unlv. 
Dept. of Electrical Engr. 
ElectroSclence Lab 
1320 Kinnear Rd. 
Columbus, Ohio 43212 

A crucial step In the method of moments solution 
of an Integral equation for the current distribution on 
an array of mlcrostrlp antennas on a dielectric coated 
cy I I nder is the eva I uat I on of the mutua I Impedance 
between the mlcrostrlp patch modes. The mutual 
Impedance between two mlcrostrlp patch modes on a 
dielectric coated cylinder can be expanded In terms of 
the coated cylinder eigenfunctions, using the radially 
propagating dyadic Green's function. Typically, the 
eigenfunction expansion Is poorly convergent when the 
coated cylinder Is more than a few wavelengths In 
radius. For large cylinders asymptotic high frequency 
solutions are preferable, because they are 
computationally more efficient, and can be Interpreted 
In terms of ray-optics. 

For simplicity, we have considered the 2-D problem 
of the mutual coupling between Infinite strips on a 
dielectric coated cylinder. An essential step In 
deriving asymptotic solutions Is the conversion of the 
radially propagating Green's dyadic (upon which the 
eigenfunction solution Is based) Into a 
clrcumferentlally propagating type by employing the 
Poisson summation formula. Thereby two alternative 
expressions for the mutual Impedance between two dipole 
modes are obtained. The first method Is the residue 
series which converges rapidly provided the strips are 
not too close. The second method Involves an Integral 
representation which Is derived by replacing the 
cylindrical Bessel functions by their Debye 
approximations, and Is applicable when the strips are 
close. A numerical example Is presented which compares 
the exact eigenfunction solution with the two 
asymptotic methods. This example Illustrates the 
accuracy of the asymptotic methods, and also their 
regions of applicability. 
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AN EIGENFUNCTION SOLUTION FOR THE MUTUAL COUPLING 
BETWEEN MICROSTRIP MODES ON A DIELECTRIC COATED-CYLINDER 

B.W. Kwan 
The Florida St. Unlv. 
Inst. for Engineering 
Rm. 106 Education Bldg. 
Tallahassee, FL 32306 

E. H. Newman, R.G. KouyoumJlan 
The Ohio State Unlv. 
Dept. of Electrical Engr. 
ElectroSclence Lab 
1320 Kinnear Rd. 
Columbus, Ohio 43212 

The current distribution on an array of mlcrostrlp 
antennas on a dielectric coated circular cylinder can 
be found from the solution of an Integral equation. 
The kernel of this Integral equation contains the 
coated cylinder Green's function, which Is expanded In 
terms of the eigenfunctions of the coated cylinder. 
The moment method Is an effective numerical technique 
to solve these equations for the unknown currents on 
the mlcrostrlp patch antennas. A crucial step In 
carrying out the moment method solution Is the 
calculation of the elements of the Impedance matrix and 
voltage vector associated with the expansion and 
weighting modes chosen. Exact expressions for these 
elements are derived using the above mentioned Green's 
dyadic. It Is found that the self Impedance of a 
mlcrostrip patch mode at the surface of the coatea 
cylinder converges to that of the Infinite, planar, 
grounded, dielectric slab as the radius of the cylinder 
Increases. The major I Imitation of the eigenfunction 
solution Is that as the cylinder radius Increases, one 
must reta I n a I arger number of terms I n the 
eigenfunction summation, resulting In Increased 
computer run times ana some numerical difficulties. 
Numer I ca I res u I ts w I I I be presented for both the se If 
and mutual Impedance between mlcrostrlp patch modes on 
dielectric coated cylinders ranging from 0.25 to 10 
wavelengths In radius. 
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ANALYSIS OF APERTURE COUPLED PATCH ANTENNA 

P.L. Sullivan,D.H. Schaubert, and D.M. Pozar 
Department of Electrical and Computer Engineering 

University of Massachusetts 
Amherst, MA 01003 

B-4-10 

An antenna that consists of a microstrip patch coupled to a microstrip transmission line by means of a small aperture in an intervening ground plane is analyzed. This structure is potentially useful for low-profile, high-performance phased arrays that utilize monolithic circuitry. The current excited on the microstrip line and the patch radiation due to a source on the microstrip line are determined by the moment method. From these currents input im­pedance and radiation patterns are easily computed. The analysis uses the complete Green's functions for grounded dielectric slabs so that all radiation and surface wave effects are included. Piece­wise sinusoidal basis functions are used to expand the unknown electric currents and entire domain sinusoidal basis functions are used for the field in the rectangular aperture. Galerkin testing is employed. The input impedance is evaluated and compared to measure­ments. 

Microstrip Patch---, 

£1 -------------------------( £2 

'-- Microstrip Line Ground Plane With Aperture 
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MONDAY, June 17 P.M. Le LUNDI17 juin 

URSI COMMISSION B . SESSION B5 

Error Minimization and 
Convergence in Numerical Methods 

1:30· 5:00 
IRC·5 

Convergence et minimisation 
des erreurs dans Ie. methodes 

Chairperson/Pn!sident: D.G. Dudley, Univeristy of Arizona. Tucson. AZ. USA 
numeriques 

1 (1:40) ERROR MINIMIZATION AND CONVERGENCE IN NUMERICAL METHODS (INTRODUC· 
TION). D.G. Dudley, University of Arizona. Dept. of Electrical and Computer Engineering. Tucson. 
AZ, USA 

2 (2:10) ERROR MINIMIZATION IN SCATTERING: ITERATIVE SCHEMES. P.M. van den Berg, A.T. 
de Hoop, Delft University of Technology. Dept. of Electrical Engineering. Delft. The Netherlands 

3 (2:40) ITERATIVE SOLUTION OF ELECTROMAGNETIC BOUNDARY VALUE PROBLEMS IN THE 
SPECTRAL DOMAIN. R. MiUra, C.H. Chan, University of Illinois. Electromagnetic Communication 
Laboratory. Urbana. IL. USA 

4 (3:10) ITERATIVE TECHNIQUES APPLIED TO SOME RADIATION AND SCATTERING PROBLEMS. 
F. Jouvie, D. Lesselier, CNRS. Laboratoire des Signaux et Systemes. Gif·sur·Yvette. France; D. 
Vuillet-Laurent, Ecole Superieure d'Electricite, Gif-sur-Yvette, France 

5 (3:40) EVERYTHING YOU WANTED TO KNOW ABOUT NUMERICAL METHODS IN ELECTRO· 
MAGNETICS BUT WERE DISCOURAGED TO ASK. T.K. Sarkar, Rochester Institute of Technology, 
Dept. of Electrical Engineering, Rochester. NY, USA 

6 (4:10) PANEL DISCUSSION/TABLE RONDE. Members/Membres: L.B. Felsen, (Chair per-
son/P"fsidentj, D.G. Dudley, T.K. Sarkar, R. MiUra, D. Lesselier, P.M. van den Berg 
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ERROR MINIMIZATION AND CONVERGENCE 
IN NUMERICAL METHODS (INTRODUCTION) 

D. G. Dudley 
Electromagnetics Laboratory 

Department of Electrical ans Computer Engineering 
University of Arizona 
Tucson, AZ 85721 USA 

The solution to most linear electromagnetic boun­
dary value problems involves consideration of a linear 
second-order partial differential equation. Because of 
boundary complexity in many problems of practical in­
terest, the researcher must often use numerical methods 
to obtain an approximation to the solution. Numerical 
techniques can be applied directly to the differential 
equation (finite differences, finite elements, ••• ) or 
to ani n t e g r a I e qua t ion (M FIE, EF IE, ..• ) 0 b t a i ned by 
use of a Green's theorem. In either case, one is faced 
with inversion of a linear operator equation Lu = f, 
where L is a differential, integral, or integrodiffer­
ential operator. 

Unfortunately, except in quasistatic limits, the 
operator seldom has mathematical properties (positive­
definiteness, self-adjointness, ••• ) that allow firm 
statements concerning properties of the solution. In 
addition, in the numerical process, the operator L is 
usually represented by a matrix A in such a manner that 
the relationship between the domains of L and A is 
often unclear. The result is that, even if properties 
of the inversion of A can be established, it is diffi­
cult to relate them to the inversion of L. 

A further complication occurs when the size of the 
matrix A is large enough that direct inversion methods 
become intractable. In this case, iterative methods 
are attractive, but they can add further uncertainty to 
attempts to relate the numerical solution to solution 
of the original problem. 

It is the purpose of this special session to 
consider the present state of numerical methods, with 
emphasis on conv;ergence, error minimization, and what 
is meant by problem 'solution.' The speakers will 
discuss the mathematical issues as well as examples of 
various techniques. The session will be followed by a 
panel discussion with audience participation encour­
ag ed. 
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~RROR MINIMIZATION IN SCATTERING: ITERATIVE SCHEMES 

P.M. van den Berg and A.T. de Hoop 

Laboratory of Electromagnetic Research 
Department of Electrical Engineering 

P.O. Box 5031,2600 GA Delft 
The Netherlands 

13-5-2 

The computation of radiating electromagnetic fields in the presence 
of complicated bounded configurations that are embedded in a relatively 
simple medium of infinite extent will be discussed. The unboundedness 
of the outer medium inevitably requires the handling of the fields in 
this region in an analytic manner, the fields in the compl~cated 
bounded structure being amenable to a computational handling. To handle 
the integral equation (or other equations) that results from this 
analysis computationally and at the same time have a measure for the 
accuracy attained, we introduce the global (i.e. integrated over the 
domain of the structure) root-mean-square error in the equality signs 
that have to be satisfied by the exact solution. This error criterion 
also enables us to develop an iterative technique to solve the problem. 
In it, variational techniques are employed that enforce a monotonous 
decrease in the error in each iteration, and thus lead to an iterative 
improvement of the solution to the problem. Starting with an arbitrary 
initial guess and a set of arbitrarily chosen correction functions, 
some iteration schemes are discussed. Some suitably chosen choices for 
the correction functions are discussed. Some numerical results per­
taining to a number of representative problems illustrate the rate of 
convergence of the different methods. 
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ITERATIVE SOLUTION OF ELECTROMAGNETIC BOUNDARY VALUE PROBLEMS 
IN THE SPECTRAL DOMAIN 

R. Mittra and C. H. Chan 
Electromagnetic Communication Laboratory 

University of Illinois 
Urbana, Illinois 61801 

In this paper we discuss the problem of iterative solution of a class of 
boundary value problems arising in electromagnetics that are conveniently 
solved using the spectral domain formulation. and present a technique which 
draws both on the concepts of the Spectral Iterative Technique (SIT) and the 
Conjugate Gradient Method (CGM), but which differs in detail from either of 
the above two approaches. The spectral iterative technique is an asymptotic 
method that has been employed for the solution of a variety of radiation and 
scattering problems involving both the perfectly conducting and dielectric 
bodies. This technique, though quite versatile, suffers from the disadvantages 
that the convergence of the iteration scheme is not guaranteed and no sys­
tematic procedure is available to circumvent the divergence problem when it 
occurs. In contrast, the conjugate gradient method has the distinct advantage 
of assuring that the solution will not diverge, regardless of how the initial 
approximation is chosen. However, experience shows that the convergence 
can often be slow, and the algorithm can require a very large number of itera­
tions to achieve an accurate result. Furthermore, the iteration procedure 
itself is highly susceptible to machine round-off errors. 

In this paper we begin, just as in the CGM method, by casting the itera­
tion problem into one of reducing EBC, the norm of the error in the satisfac­
tion of the boundary condition. We then show that the choice of the direc­
tion vector a la the CGM method is not optimal and better choices are found 
by following the concepts embodied in the spectral iterative or spectral Galer­
kin procedures. 

Unlike the SIT procedure, however, the proposed iterative method is 
shown to have an upper bound for the error; hence, the iteration process is 
guaranteed not to diverge. One can also prove that with n linearly indepen­
dent direction vectors that can be chosen a priori, the iteration procedure will 
converge and yield a solution to the operator equation that is identical to the 
one that would have been obtained if an n x n matrix were inverted using the 
Galerkin procedure. Note, however, that the storage problem associated with 
the matrix inversion is circumvented in the iteration procedure. 

Extensive numerical studies based on the use of the CGM, related 
methods and the new iterative approach have been carried out. A comparison 
of the accuracies, computational efficiencies and the convergence properties of 
various algorithms will be included in the presentation of the paper. 
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ITERATIVE TECHNIQUES APPLIED TO SOME 
RADIATION AND SCATTERING PROBLEMS 

F. JOUVIE*, D. LESSELIER*, O. VUILLET-LAURENT** 

B-5-4 

*Groupe d'Electromagnetisme, Laboratoire des Signaux et Systemes 

**Service d'Electromagnetisme, Ecole Superieure d'Electricite 
Plateau du Moulon - 91190 GIF-sur-YVETTE, FRANCE 

Iterative techniques can be powerful tools to solve direct 
problems in electromagnetics and acoustics. Our aim is to illus­
trate applicability of such techniques in two particular domains. 
radiation by large wire-structures, and scattering by inhomoge­
neous cylindrical targets. 

In the radiation problem, integral equations, based upon the 
thin-wire approximation, are solved using the moments method; the 
linear systems of equations th~t are obtained thereby are of large 
rank and the matrices contain many elements. whose values are close 
to zero (coupling between remote wires). Various computations have 
been carried-out for typical systems to clear-up the behaviour of 
several conjugate-gradient inversion algorithms, with respect to 
direct algorithms; in the case of periodic structures, as such sy~ 
tems present strong symmetries (Bloc Toeplitz matrices), the beha­
viour of a well-adapted algorithm (Akaike-Robin's) will be also 
investigated. 

In the scattering problem, iterative algorithms can be deri­
ved to directly solve integral operator equations in Hilbert space. 
Such techniques are readily applied to 2nd kind Fredholm equations 
because of the rich properties of the solution (existence, unicity, 
well-posedness). The behaviour of gradient-and conjugate - gradient­
like algorithms has been investigated in the case of large but 
weakly refractive fluid targets in acoustics (scalar case), with 
regards to the well-known Neumann's series algorithm. It will be 
shown in particular that the latter may appear quite effective, 
when convergent, compared with the former. Nevertheless, only con­
jugate-gradient-like algorithms enable us to handle large targets 
with important variations of their parameters. This shall be con­
firmed in the em. scattering by a lossy dielectric biological 
structure illuminated by a set of several wave-guides (vector case). 
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EVERYTHING YOU WANTED TO KNOW ABOUT NUMERICAL METHODS 
IN ELECTROMAGNETICS BUT WERE DISCOURAGED TO ASK 

Tapan K. Sarkar 
Department of Electrical Engineering 

Rochester Institute of Technology 
Rochester, New York - 14623 

Phone: (716) 475-2143 

ABSTRACT: The objective of this paper is to summarize 
the contemporary numerical methods (method of moments, 
spectral iterative method and the conjugate gradient method) 
and illustrate what error is being minimized for each 
of the methods and their rates of convergence. Secondly, 
it will be shown that the conjugate gradient method has 
the capability of minimizing the error X (exact) X 
(approximate) at each iteration even though the exact 
solution is not known. Examples will be presented to 
illustrate the application of the conjugate gradient method 
to a wide variety of areas. 

REFERENCES: 
1. Sarkar, T. K., Siarkiewicz, K. R. and Stratton, R. 

F., "Survey of Numerical Methods for the Solution 
of Large Systems of Linear Equations for Electromagnetic 
Field Problems," AP, Vol-29, pp 847-56, 1981. 

2. Sarkar, T. K. and Rao, S. M., " An Iterative Method 
for Solving Electrostatic Problems," AP-30, pp 611-616, 
1982. 

3. Sarkar, T. i., 
(Raleigh-Ritz), 
Leas t Squares, II 
Nov. 1983. 

"A Note on the Variational Method 
Galerkins Method and the Method of 
Radio Science, Vol-18, pp 1207-1224, 

4. Harrington, R. F. and Sarkar, T. K., "Boundary Elements 
and the Method of Moments," Ed by C. Brebbia in Proc. 
of the 5th IntI. Conference on Boundary Elements, 
Hiroshima, Japan, pp 31-40, 1983. 

5. Sarkar, T. K. and Rao, S. M., "The Application of 
the Conjugate Gradient Method for the Solution of 
Electromagnetic Scattering from Arbitrarily Oriented 
Wire Antennas," AP, Vol-32, pp 398-403, 1984. 

6. Sarkar, T. K., "The Application of the Conjugate 
Gradient Method for the Solution of Operator Equations 
Arising in Electromagetic Scattering from Wire 
Antennas," Radio Science, Vol- 19, pp 1156-1172, Sept. 
1984. 

7. Rao, S. M., Sarkar, T. K. and Dianat, S. A., "The 
Application of the Conjugate Gradient Method to the 
Solution of Transient Scattering from Thin Wires," 
Radio Science, Vol-19, pp 1319-1326, Sept. 1984. 

8. Sarkar, T. K. and Dianat, S. A., "Adaptive Spectral 
Estimation by the Conjugate Gradient Method," 1984 
Digital Signal Processing Workshop, Chatham. 
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A.M. 

URSI COMMISSION B - SESSION B6 
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Les ondes pres de I'interface 

Chairperson/President: C.M. Butler. University of Houston. Houston. TX. USA 

1 APPLICATION OF EXACT IMAGE THEORY IN ANALYSIS OF ANTENNAS ABOVE THE GROUND. 
I.V. Lindell. E. Alanen. K. Mannersalo. Helsinki University of Technology. Electromagnetics Labora­
tory. Espoo. Finland 

2 EXTENSION OF EXACT IMAGE THEORY TO PROBLEMS INVOLVING TRANSMISSION THROUGH 
INTERFACES AND LAYERED MEDIA. I.V. Lindell. E. Alanen. Helsinki University of Technology. 
Electromagnetics Laboratory. Espoo. Finland 

3 TIME HARMONIC SOLUTIONS FOR A LONG HORIZONTAL ANTENNA OVER THE GROUND WITH 
GRAZING INCIDENCE. K.C. Chen. Sandia National Laboratories. Albuquerque. NM. USA 

4 THE RADIATION RESISTANCE OF AN INCLINED DIPOLE ANTENNA IN THE PRESENCE OF A 
PLANE CONDUCTING EARTH. G.P.S. Cavalcante. J.T. Pinho. Universidade Federal do Para. Depto. 
de Engenharia Eletrica. Para. Brazil; D.A. Rogers. North Dakota State University. Dept. of Electrical 
and Electronics Engineering. Fargo. ND. USA 

5 NUMERICAL SOLUTION FOR AN INSULATED WIRE INCLUDING THE EFFECT OF AN INTER­
FACE. G.J. Burke. E.K. Miller. Lawrence Livermore National Laboratory. Dept. of Electronics Engi­
neering. Livermore. CA. USA 

6 CREEPING WAVE PROPAGATION CONSTANTS AND MODAL IMPEDANCE FOR A DIELECTRIC 
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APPLICATION OF EXACT IMAGE THEORY 
IN ANALYSIS OF ANTENNAS ABOVE THE GROUND 

I.V. Lindell, E. Alanen and K. Mannersalo 
Helsinki University of Technology, Electromagnetics Laboratory 

Otakaari 5 A, SF-02150 Espoo 15, FINLAND 

Exac.t image theory, as recently developed by the present authors, 
is applied to the problem of antenna analysis in the presence 
of imperfectly conducti ng ground. The effect of the ground in 
the antenna current integral equation is seen to modify the 
Green functi on to take into account the proper antenna image 
locating in complex space. This in turn leads to a novel variant 
of the well-known antenna impedance functional which includes 
the ground effect. 

The theory is applied to dipole antenna impedance calculation 
and comparisons with results given in the literature are made. 
It is seen that a simple induced emf method is applicable for 
thi n di po 1 es, and it can al so be used for di pol es of fi nite 
thickness if the corresponding dipole free space impedance is 
known. Results are calculated for the horizontal half-wave 
dipole, for which much data exist in the literature. The theory 
gives rise to a simple calculation method applicable for a 
modest mi crocomputer (the cal cul ati ons were in fact made on 
Commodore 64). 

Discussion on the validity of the method for low antenna 
heights shows that the critical height for the simple method 
depends on the thickness of the dipole with the order relation 
ka = 2kh exp(-1/kh) between the radius a and the height h of 
the antenna. For smaller hei ghts h, the simple method is no 
more applicable, but the full functional with the image-induced 
kernel can still be applied. 
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EXTENSION OF EXACT IMAGE THEORY TO PROBLEMS INVOLVING 
TRANSMISSION THROUGH INTERFACES AND LAYERED MEDIA 

I.V. Lindell and E. Alanen 

B-6-2 

Helsinki University of Technology, Electromagnetics Laboratory 
Otakaari 5 A, SF-02150 Espoo 15, FINLAND 

Exact image theory was developed for the original Sommerfeld 
prob 1 em i nvol vi ng fi e 1 d cal cul ati on from sources on the same 
side of the interface of two media. Here, the method is 
extended to field calculation on the other side of the inter­
face. The image source is seen to be located in complex space 
and expressions for its calculation are evaluated. 

The method is further extended to problems involving layered 
media with more than just one planar interface. For this kind 
of problems, there results an infinite set of continuous image 
currents in complex space. In some cases, a finite number of 
these images is sufficient for field calculations at reasonable 
accuracy. As an example, the field focusing in the skin-flesh 
problem of human irradiation in hyperthermia treatment· is 
considered. 
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Time Harmonic Solutions for a Long Horizontal 
Antenna Over the Ground with Grazing Incidence 

Kenneth C. Chen 
Sandia National Laboratories 

Division 7553 
Albuquerque, NM 87185 

The grazing incidence gives the largest induced current 
on a long horizontal antenna over the ground. Previous 
results on this subject are for the continuous waves (CW) 
and for an infinite antenna extending at both ends. This 
paper shows the difference in CW responses for a finite 
horizontal antenna and the responses for an infinite 
antenna. First, the transmission line theory due to 
King et al is extended to higher frequencies. Procedures 
for obtaining numerical values for the transmission line 
parameters are given. Accurate simple formulas for the 
line parameters are given. Second, simple formulas for 
line currents are applied to obtain the antenna currents 
for frequencies ranging from 10 kHz to 1 MHz; ground 
conductivities of 10- 1 , 10- 2 , 10- 3 S/m; antenna heights 
of 10, 5, and 1m; different load conditions; and different 
antenna lengths. In particular, we report the required 
antenna length so that the long antenna will respond as 
an infinite antenna. Thirdly, antenna currents for an 
incident lateral wave are investigated. 
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THE RADIATION RESISTANCE OF AN INCLINED DIPOLE 
ANTENNA IN THE PRESENCE OF A PLANE CONDUCTING EARTH 

Gervasio Prot~sio S. Cavalcante 
Joao Tavares Pinho 

Departamento de Engenharia El~trica 
Universidade Federal do Para 

Bel~m, Para, Brazil 

David Anthony Rogers 
Department of Electrical and Electronics Engineering 

North Dakota State University 
Fargo, North Dakota 58105 

In this paper it is shown that the induced EMF method 
can be used to calculate the radiation resistance of an 
inclined dipole antenna in the presence of a plane 
conducting earth. Following the procedures of Schel­
hunoff and Friis (Antennas; Theory and Practice, 
Wiley, pp. 160-167, 1952) in conjunction with image 
theory, the radiation resistance as a function of 
antenna height, R(z), can be written as a 2N by N 
double summation involving the radiation influence 
coefficients, the element moments, and the phase 
difference between elements. 

Simple geometric calculations allow R(z) to be found to 
reasonable accuracy for N < 50. The usual results for 
R(z) for vertical and horizontal polarizations are 
obtained using this method. Comparison of the results 
with those of NBS Technical Note 175 (1963) shows 
agreement for both polarizations. Similar results for 
the inclined dipole for a fixed angle of inclination 
are also obtained. For fixed antenna heights, this 
method allows the calculation of R(z) as a function of 
the inclination angle. For example, for a height­
to-wavelength ratio of 0.25, R(z) decreases from about 
100 ohms at vertical polarization to about 86 ohms for 
horizontal polarization. When the ratio is changed to 
2.5, the radiation resistance is independent of the 
inclination angle. 

This elementary method shows itself to be quite useful 
due to its ease of utilization and to the low required 
computational time. 
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NUMERICAL SOLUTION FOR AN INSULATED WIRE 
INCLUDING THE EFFECT OF AN INTERFACE* 

G. J. Burke and E. K. Miller 
Lawrence Livermore National Laboratory 

A Method-of-Moments solution for current on an insulated wire in a 
lossy medium is investigated. The equivalent radial current 
approach taken by Richmond and Newman (Radio Science, January, 
1976) is used with a three-term spline current basis and point 
matching of the boundary condition. With this current expansion, 
conditions on the behavior of current and charge are explicitly 
enforced at junctions between insulated and bare wires. For an 
insulated wire near an air-earth interface the solution involves 
Sommerfeld integrals for which values are obtained through table­
lookup and parameter estimation. 

Results are compared with those from Richmond's Method-of-Moments 
code and an analytic solution for an infinite insulated wire in a 
lossy medium. The solution for an insulated wire near an interface 
is compared with approximations based on transmission line theory. 

*Work performed under the auspices of the U. S. Department of 
Energy by the Lawrence Livermore National Laboratory under contract 
number W-7405-ENG-48. 
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CREEPING WAVE PROPAGATION CONSTANTS AND KlDAL IMPEDANCE 
FOR A DIELECTRIC COATED CYLINDER. 

J.R.J. Paknys and N. Wang 
Tha Ohio Stata Univarsity ElectroScience Laboratory 

Dapartmant of Elactrical Enginaaring 
Co ll.-bus, Dhi 0 43212 

Tha alactromagnatic characteristics associatad with craaping 
waves supportad by a dielectric coatad cylinder is invastigated. 
The propagation constants and wava impadancas of tha creaping 
waves are obtained numerically. Highar ordar modes which ara 
sometimes significant for a thick coating are also investigatad. 
The propegation constants and creaping wave modal impadance are 
comparad with thosa obtained for a planar dielectric slab backed 
by s ground plane. It is found thst, contrary to ths planar 
configuration, no cutoff fraquencies axist for the craeping waves 
associated with the coated cylinder modes. In fact, the coated 
cylinder supports an infinite number of modes. However, 
dapending upon the thickness of the coeting, only a faw Elliot 
type craeping wave modes with low attenuation can axist. 
Furtharmore, for Bach of the Elliot typa creeping wevas, thare is 
a c~itical radius for the cylindar below which the Elliot type 
creeping wave cannot exist. 

The rasults are also comparad with an impedance boundary 
cylinder, where the impedance is chosen to be purely imaginary. 
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CREEPING WAVES IN THE COATING O~ ABSORBER-COVERED CONDUCTORS 

Philip J. Hoser, Sperry Corp., Reston, VA 22091, USA 
Anton Nagl and Herbert Ubera11, Physics Dept., Catholic 
University, Washington; DC 20064, USA 

The effects of absorbing coating on a curved conductor will in 
general reduce the radar cross section; it is known from experi­
ment, however (R. J. Garbacz and D. L. Moffat, Proceed. IRE, 49, 
1184-1192, 1961), that e.g. the bistatic small-angle scattering 
can be enhanced in that case. This effect may be attributed to 
the existence of creeping waves in the coating. In order to 
assess their effects, we have in addition. to our previous 
studies on conductors with lossless coating (W. E. Howell and 
H. Uberall, IEEE Trans. AP-32, 624-627, 1984), carried out an 
investigation for coated conducting sphers with lossy dielectric 
coating. A calculation of the complex-frequency poles in the 
scattering amplitude of such a target provides us with the 
dispersive phase and group velocity and attenuation curves of 
the creeping waves as functions of dielectric and magnetic loss 
factors. Scatter.ing ampfitudes were evaluated numerically for 
the total field and.·for the field of the generated creeping 
waves alone; in this way, the magnitude of the creeping-wave 
effects as compared to the field reflected from the conductor 
could be obtained for various choices of dielectric and magnetic 
loss factors of the object's .coating. In evaluating the 
cross section, interference terms between the reflected echo 
and the creeping waves have been obtained also. It is found 
that, at least for coatings with small losses, creeping wave 
effects can be of considerable importance. 
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ELECTROMAGNETIC RESPONSE OF A BURIED SPHERE 

Fan Guoxin 
China Research Institute of Radiowave Propagation 
P.O. Box 138 
Xinxiang, Henan Province 
China 

A series form solution is derived for the 
scattered fields from, two lburied concentric spheres 
with arbitrary electric parameters under the excitation 
of an arbitrary electromagnetic source above the earth. 

The expressions of the primary fields in absence 
of the spheres are obtained first by means of the 
dyadic Green's functions for flat earth in terms of the 
cylindrical vector wave functions. The secondary fields 
in each region are expanded in spherical vector wave 
functions and cylindrical vector wave functions. The 
relations between the two systems of vector wave 
functions are established for convenience of matching 
the boundary conditions. The coefficiens in the 
expansions of the secondary fields are found by solving 
a set of equations which are established by applying 
the boundary conditions to the field expansions with 
the help of the orthogonal properties of the vector 
wave functions. 

As a special example, a solution for a single­
layered sphere is obtained directly from the above 
solution. In addition, the problem for a perfectly 
conducting sphere is solved in the same way and the 
numerical results are given. In case of plane incident 
wave, two buried concentric spheres are also considered 
with the result which can be reduced to the well-known 
Mie solution of the scattering of a plane wave by a 
sphere. 

It is certain that the method here can be used to 

calculate the scattered fields from a layered sphere in 
a layered medium with arbitrary electric parameters 
under the excitation of an arbitrary source. 
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ON ARRAY OF HORIZONTAL COAXIAL LOOPS 
ABOVE A FINITELY CONDUCTING HALF-SPACE 

By 
Ahmed S.A. Kassem 

University of Al-Fateh, Faculty of Engineering 
Dept. of Electrical Engineering, PQO~Box 13275 

TRIPOLI - LIBYA 

The performance of loop antennas above a finitely conducting 
half-space is of great importance in geophysical probing, communication 
in nnne tunnels as well as in direction finding. Characteristics of a 
single horizontal loop antenna above a dissipative half-space or arrays 
of circular coaxial loop antennas situated in free space were dealt with 
recently. The problem of an array of horizontal coaxial loops above a 
dissipative half space is not treated in the open literature. This 
paper treats,"numerically" the problem of an array consisting of two 
circular coaxial loops situated above a lossy half space, using Fourier 
series expansion method and circuit theory to solve for the current on 
the loops then compute the input admittance of either of the array 
elements. Results were checked in the case when the two loops were 
situated above a perfect conductor to simulate an array of four coaxial 
loops using image theory. Data of input admittance of any of the two 
elements of the array were computed for perfect conductor and a finitely 
conducting half-:space for two cases: 

1) The normalized separation kd, where k is free space wave number 
and d is the metric distance between the two loops, is kept 
constant and the normalized height kh, h is the lower loop height 
above the lossy ground in meters, is changed between 0.1 and 1.5. 
The input admittance was found, as expected, to oscillate around 
the input admittance of the array when it is situated in an 
unbounded free space. 

2) The normalized height kb of the lower loop antenna was kept fixed 
atkh = 0.2 and the normalized separationkd between the loops was 
changed from kd = 0.1 to kd = 2.0. The input admittance yin 
oscillates, as expected, around the value of the input admittance 
of a single loop above the lossy half space, which itself is 
dependent on the characteristics of this lossy half space. 

·For both loops the real part of· yin follows a resonance curve as 
the separation between the loops is increased. It is sharper for the 
lowe.r loop. This new information provides bette.r discrimination between 
different half spaces probed. Suchan information is of great importance 
in geophysical prospecting. 

Knowledge of the performance of an array of horizontal coaxial 
loops is important in studying the more general p.roblem of an array 
of staggered loops as well as Yagi array type made of loops when taken 
to be situated very close to a dissipative half space. The analysis 
of the above mentioned arrays is in progress. 
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ELECTROMAGNETIC WAVE SCATTERING BY 
OPEN AND CLOSED DIELECTRIC SHELLS 

N. Subramaniam 
Electrical Engineering Department 

University of Malaya 
Kuala Lumpur, Malaysia 

and 
L.B. Felsen 

E.E.C.S. Department 
Polytechnic Institute of New York 

Farmingdale, NY, U.S.A. 

Paper Withdrawn/ 
La communication a ete retiree 
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2 APPROXIMATE IMPULSE RESPONSE OF THE TIP OF A FLAT CONDUCTING PLATE. J.D. Young. 
R.J. Marhefka. Ohio State University ElectroScience Laboratory. Columbus. OH. USA 

3 TRANSIENT SCATTERING FROM SOME CANONICAL GEOMETRIES. W. leeper. J.D. Young. 
Ohio State University ElectroScience Laboratory. Dept. of Electrical Engineering. Columbus. OH. USA 

4 A TRANSIENT VIEW OF THE SPHERICAL WAVE PROBLEM IN A COMPACT SCATTERING 
RANGE. W. leeper. Ohio State University ElectroScience Laboratory. Dept. of Electrical Engineering. 
Columbus. OH. USA 

5 TIME-DOMAIN FINITE-DIFFERENCE MODELING OF THIN APERTURES. K.R. Demarest. Univer­
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Naishadham. University of Mississippi. Dept. of Electrical Engineering. University. MS. USA; l. W. 
Pearson. McDonnell Douglas Research Laboratories. St. Louis. MO. USA 

7 CHARACTERIZATION OF OPTICAL FIBERS BY IMPULSE RESPONSE MEASUREMENTS. G.l. 
Yip. S. Belkasim. A.B. Puc. McGill University. Dept. of Electrical Engineering. Montreal. PQ 

8 COMPARISONS OF BACKGROUND CHARACTERISTICS OF AN RCS MEASUREMENT RANGE 
USING A CW NULLING TECHNIQUE AND A PULSED-RANGE GATE TECHNIQUE. B.M. Kent. Air 
Force Wright Aeronautical Laboratories. Wright Patterson Air Force. Base. OH. USA; G.R. Simpson. 
R.J. Jost. A.J. Terzuoli. Air Force Institute of Technology. Wright Patterson Air Force Base. OH. USA 

9 MEASUREMENT OF THE IMPULSE TIME DOMAIN SCATTER OF TARGETS IN A SMALL CHAM­
BER. T.P. Fontana. K.M. Yon. Westinghouse Defense and Electronics Center. Advanced Development 
Division. Balitmore. MD. USA 

10 EXPERIMENTAL DETERMINATION OF RESONANT FREQUENCIES BY TRANSIENT SCATTER­
ING FROM CONDUCTING SPHERES AND CYLINDERS. F.I. Tseng. T.K. Sarkar. Rochester Insti­
tute of Technology. Dept. of Electrical Engineering. Rochester. NY. USA 
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LATE TIME RESPONSE OF THE PROLATE SPHEROIDAL 
IMPEDANCE ANTENNA 

J;D. KOTULSKI 
Sandia National Laboratories 

Division 2322 
Albuquerque,N.M. 87185 

The prolate spheroidal antenna with an impedance 
boundary condition is considered. The impedance is 
either inductive or capacitive and varies with the po­
sition on the antenna surface to insure no mode coupling 
(confocal approximation). The antenna is excited by a 
~-independent equatorial gap voltage and the expression 
for the input admittance is derived. An equivalent cir­
cuit is obtained for the first two modes of the antenna 
and the poles of these modes are considered as a function 
of the impedance and the antenna thickness. The time 
response is then obtained by Laplace inversion. The 
applicability of this method for higher order modes and 
different types of excitation will be discussed. 
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APPROXIMATE IMPULSE RESPONSE OF THE TIP 
OF A FLAT CONDUCTING PLATE 

J. D. Young and R. J. Marhefka 
The Ohio State University 
ElectroScience Laboratory 

1320 Kinnear Road 
Columbus, Ohio 43212 

B-7-2 

Transient scattering measurements were made on a set of 
conducting plates for a variety of look angles and polarizations. 
For those cases where the look angle is not perpendicular to the 
plate or a plate edge, the tips of the plates are clearly 
identifiable as scattering centers. 

This paper first describes the target set, the 
system, and the look angles of the data set. Next, 
some typical time-domain and frequency domain data. 
scattering components are identified and discussed. 

measurement 
it presents 
The tip-

There are several existing analytical approaches for 
predicting the approximate impulse response of the tip of a 
plate. These are identified and discussed. Finally, the 
theoretical and experimental results are compared. 

119 

"ii 



B-7-3 

TRANSIENT SCATTERING FROM SOME CANONICAL GEOMETRIES 

w. Leeper and J. O. Young 
The Ohi 0 State Uni versity El ectroSci ence Laboratory 

Department of Electrical Engineering 
Columbus, Ohio 43212 

The transient scattering responses of some canonical shapes 
have been measured and compared to broadband hybrid theoretical 
solutions. The transient responses are obtained from complex 
spectral information spanning the Rayleigh, resonance, and optics 
regions with a bandwidth of 100:1, giving an effective time 
resolution of 0.125 nsec. Measurement error is shown to be 
approximately 20 dB below the desired return. The waveforms have 
an accuracy and resolution which permit an examination of local 
scattering phenomena from curved edges, multiple diffractions, 
creeping waves, and higher order interactions as a function of 
polarization and aspect angle. The polarization dependence of the 
response from a junction discontinuity in surface curvature is 
displayed graphically for the first time. In addition to local 
scattering phenomena some low frequency natural resonances are 
shown. The correlation between the transient waveform and the 
geometry of the scatterer offers a physically intuitive insight 
into scattering behavior. 
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A TRANSIENT VIEW OF THE SPHERICAL WAVE 
PROBLEM IN A COMPACT SCATTERING RANGE 

W. Leeper 
The Ohi 0 State Uni versity E1 ectroSci ence Laboratory 

Department of Electrical Engineering 
Columbus, Ohio 43212 

B-7-4 

The compact range concept has recently been adapted to indoor 
broadband scattering spectrum measurements. In a compact radar 
system, which simulates a far field plane wave, the spherical wave 
scattering caused by diffraction from the edges of the reflector 
or feed structure interferes with the desired illumination and 
therefore limits the size of the available plane wave window. An 
a priori field probe is typically used to insure that this window 
is large enough to contain the target, since, at a single 
frequency, it is virtually impossible to detect or extract such 
error once the measurement is made. 

Studies in the transient scattering of canonical shapes have 
been applied to range diagnostics on two generations of broadband, 
coherent, stepped CW compact scattering ranges. The transient 
waveform displays the desired as well as undesired scattered 
components at time displacements which may be predicted by simple 
geometry and allows the analyst to isolate, identify, and 
ultimately reduce error terms. By comparing the measured 
transient waveforms of several canonical shapes to known 
theoretical responses obtained from inverse Fourier transforms of 
exact complex scattering spectra it is possible to identify 
measurable errors and to trace their origins in a manner which is 
impossible with a single frequency pattern. The variation .of 
these errors as a function of polarization, frequency, calibration 
technique, and target size, shape, and orientation has been 
analyzed and the results have led to a greater understanding of 
the capabilities of the compact range. It has been found that the 
spherical wave error depends more on the pattern and gain of the 
scatterer than on absolute size, and that the error falls in a 
time frame which is impossible to time gate from the desired 
signal using a pulsed radar. The error is discussed 
quantitatively and methods of reducing it, in some cases, to 
acceptable levels are demonstrated. 
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TIME-DOMAIN FINITE-DIFFERENCE MODELING OF THIN APERTURES 

Kenneth R. Demarest 
Remote Sensing Laboratory 

The University of Kansas Center for Research, Inc. 
Lawrence, Kansas 66045-2969 

Time-domain finite-difference (TDFD) numerical codes have 
found increasing application in the modeling of conducting struc­
tures which are excited by transient fields, such as from NEMP or 
lightning. In these codes, space is divided into a three-dimen­
sional rectangular grid and the fields in each cell are advanced 
in time by the direct application of ~~axwell's curl equations. 
The major advantage of these codes is that they allow the modeling 
of a broad range of geometries, simply by defining the appropriate 
cells to be perfectly conducting. 

A major shortcoming of these codes is their inability to 
model surface details that are on the order of the cell size or 
smaller due to the averaged nature of the calculated fields in 
each cell. Thus, small apertures, such as those resulting from 
door seams on an aircraft, cannot be handled directly by these 
codes. This paper describes a technique of augmenting such a code 
to calculate the early time responses of cavities, internal to the 
scatterer, that are coupled to the external scatter surface via 
long, thin apertures. The excitation source is a direct strike 
lightning channel which injects a current pulse to the scatterer. 

In this technique, Babinet's principle is used to calculate 
the fields inside the cavity by considering all portions of the 
external scatterer surface except the portion which contains the 
aperture to be the source which excites the aperture. The cavity 
fields are thus found by taking the difference between the inci­
dent fields (obtained with the aperture plate removed) and the 
complementary fields (otained with the aperture replaced by a mag­
netic wire). In both cases, the external scatter currents must be 
forced to be those present when the aperture is present. Since 
the apetures are thin, these currents can be found by first model­
ing the external portion of the scatterer with the aperture 
closed. The magnetic wires are modeled using the dual of a well­
known thin wire TDFD technique [R. Holland, L. Simpson, IEEE 
Trans. on EMC, vol. EMC-23, pp. 88-97, May 1981]. --

Example calculations will be presented. 
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NUMERICAL EVALUATION OF COMPLEX RESONANCES 
OF AN ELLIPTIC CYLINDER 

Radhakrishna Naishadham 
Electrical Engineering Department 

University of Mississippi 
University, MS 38677 

L. Wilson Pearson 
McDonnell Douglas Research Laboratories 

P.O. Box 516 
St. Louis, MO 63166 

Abstract 

B-7-6 

The time-harmonic Green's function for induced currents on the 
surface of an infinite cylinder of arbitrary but smooth convex 
cross-section, excited by a uniform magnetic line source of 
infinite extent, is representable as an expansion in terms of 
creeping waves that circumnavigate the cylinder (E. Heyman and 
L.B. Felsen, IEEE Trans. Antennas Propagat., 31, 426-437, 1983). 
Computation of this Green's function is important in the numerical 
implementation of hybrid expansion schemes based on the creeping­
wave representation. 

The surface current density on the conducting cylinder may be 
expanded as a series of damped oscillations characterized by the 
complex natural resonances of the cylinder. This expansion is 
most effective at intermediate and lower frequencies. The natural 
resonances may be derived by imposing a self-consistency condition 
on the phase of the creeping waves which revolve around the 
cylinder. Numerical implementation of the phase integral 
expression for the complex resonances on an elliptic cylinder of 
3:2 aspect ratio is discussed in the paper. 

Complex resonances of the elliptic cylinder are determined 
independently by contour integration of the determinant of the 
moment matrix obtained in a homogeneous solution of the electric 
field integral equation. These resonances compare well with the 
asymptotic estimates derived from the creeping wave expansion. 
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CHARACTERIZATION OF OPTICAL FIBERS BY IMPULSE RESPONSE MEASUREMENTS 

G.L. Yip, S. Belkasim and A.B. Puc 
Dept. of Electrical Engineering, McGill University., 

3480 University Street, Montreal, P.Q., Canada H3A 2A7 

In pulse dispersion measurements of optical fibers, convenient, 
accurate and efficient computational methods are required to process 
the measured data for fiber characterizations. In particular, it is 
necessary to perform deconvolution with the measured input and out­
put waveforms. The "Fast Fourier Transform" (FFT) method is widely 
used, but usually involves considerable amount of computer memory 
ana time. Further, the numerical division of one Fourier spectrum 
by the other is very sensitive to the errors and inaccuracies in 
the measured waveforms and their digitization. 

We present an alternative method for characterizing an optical 
fiber in terms of the temporal moments of its impulse response (S. 
Geckeler, Appl. Optics. ~, 13, pp. 2192-2198, 1979). These moments 
can be determined through evaluating the central moments of the 
measured input and output pulses of a fiber in a pulse dispersion 
experiment. Assuming the impulse response h(t) deviates but slight­
ly from a Gaussian function and using an infinite series in Hermite 
polynomials to represent this small departure, an analytical expres­
sion for h(t) can be obtained. The moment method was applied in a 
pulse dispersion measurement experiment involving several multimode 
graded-index fiber samples. Moments evaluated to the sixth order 
were used to calculate h(t) and such fiber parameters as attenuation 
(a), pulse dispersion (cr) and 3 dB bandwidth (B). Good agreement was 
achieved with h(t) obtained by the FFT method. Results will be pre­
sented and discussed. 

The moment method is convenient, less sensitive to noise and 
much faster than the "FFT" method. It is considered ideally suited 
to industrial applications. 
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COMPARISONS OF BACKGROUND CHARACTERISTICS OF AN RCS 
MEASUREMENT RANGE USING A CW NULLING TECHNIQUE 

AND A PULSED-RANGE GATE TECHNIQUE 

B. M. Kent, Air Force Wright Aeronautical Laboratories 
G. R. Simpson, R. J. Jost, A. J. Terzuoli 

Air Force Institute of Technology 
Wright Patterson Air Force Base, Ohio 45433 
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This paper deals with a direct comparison between the CW Nulling 
method and the pulsed-range gate method for radar cross-section 
measurements on an indoor far-field range. These two methods of 
obtaining RCS patterns are probably the most COmmon and have been 
discussed in the past. The ultimate goal of this work is to apply the 
optimum RCS measurement technique to a new compact RCS measurement 
range. This newer arrangement has become popular due to its 
advantages over a far-field range and has been described to some 
extent in recent articles. A study independent of but similar to the 
one described here, was undertaken by Whitacre and Burnside at the 
Ohio State University. 

In the CW nulling technique the empty chamber is illuminated and 
the received signal is added to a portion of the transmitted signal 
that has been altered such that it is of the same amplitude but 
opposite in phase to the received signal. This produces a deep null 
in the received signal. When a target is then placed in the signal 
path any measurable return is assumed to be target backscatter. The 
problem with CW nulling are the stringent phase and frequency sability 
requirements of all components in the RF system. Worse yet are the 
mechanical stability requirements of the anechoic chamber walls and 
all waveguiding components. Another problem stems from the constant 
illumination of the targei and chamber. The null in the received 
signal was originally achieved in an empty chamber under a certain 
distribution of illuminating energy. By placing a target in the 
chamber, the energy is scattered and diffracted in various ways 
changing the distribution of illuminating energy. The possibility 
then exists that the chamber is no longer in a null and measurable 
return might not all be target backscatter. For targets with complex 
shapes it is hard to predict this effect in advance. 

In the pulsed-range gate technique, by pulse modulating the 
transmitted signal and range gating the rece1ver, the system is 
capable of isolating the target from the rest of the chamber. 
Problems associated with this technique are the increased system 
complexity and inherent increase in internal noise levels. Another 
problem arises from pulse modulation. Power is distributed over a 
broadened spectrum as predicted by Fourier analysis, compounding the 
problem of distinguishing system noise from a low-level backscatter. 

To compare the background characteristics of these techniques; 
RCS measurements of a plate, a cylinder, and a cone-sphere are taken 
using each method. These results are compared with each other and with 
numerical RCS predictions for the same shapes. 
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MEASUREMENT OF THE IMPULSE TIME DOMAIN 
SCATTER OF TARGETS IN A SMALL CHAMBER 

Thomas P. Fontana and Kerry M. Yon 
Westinghouse Defense and Electronics Center 

Advanced Development Division 
P.O. Box 74&, MS-333 
Baltimore, MD 21203 

The Fast Fourier Transform of the spectral backscatter from a 
target is equivalent to the time domain reflection from a periodic 
train of pulses. It is customary to measure the spectral data in a 
large chamber using a precisely milled compact range reflector to 
simulate a plane wave in the near field. This paper describes 
measurements and processing techniques used with a small chamber (20 
ft. x 10 ft. x 10 ft.) equipped with a standard four foot dish. 

After describing the experimental setup, the calibration and 
processing techniques are presented. A calibration procedure for a 
small chamber is demonstrated in which the comparisons between a 
measured standard and modeled response are restricted to a small 
region about the standard. Windowing the target's time domain 
response is shown to be a viable technique for reconstructing 
accurate CW responses. Finally, it is shown that by demodulating 
the impulse response, some scattering mechanisms display simple 
phase signatures in their impulse response. 

Processed time domain images and CW responses agree well with 
those obtained at more sophisticated ranges. It is concluded that 
small targets can be studied reasonably well in small chambers. 
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EXPERIMENTAL DETERMINATION OF RESONANT 

FREQUENCIES BY TRANSIENT SCATTERING FROM 

CONDUCTING SPHERES AND CYLINDERS 

F. I. Tseng and T. K. Sarkar 

Department of Electrical Engineering 
Rochester Institute of Technology 

Rochester, New York 14623 

B-7-10 

This paper presents a new experimental technique to measure 

resonant frequencies of a target. A Tektronix WP13l0 waveform pro-

cessing system has been employed, which features signal processing 

software with extensive control over instruments, waveform manipu-

lations, and graphic display. Numerous transient waveforms scat-

tered from spheres and cylinders of various sizes have been re-

corded. A recently developed data-processing technique has been 

described and applied to these transient waveforms to extract their 

resonant frequencies. With the use of a new window designed to have 

a low near-sidelobe level, the modified FFT is shown to be able to 

improve the measurement capability of the system. 
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REAL OR COMPLEX SPECTRA? AN EXAMINATION OF OPTIONS 

L.B. Felsen 
Department of Electrical Engineering and Computer Science 

Polytechnic Institute of New York 
Route 110, Farmingdale, NY 11735 

Wave specn'a playa fundamental role in the represeJ;ltation of 
time-harmonic and trans1.ent propagation and·s.::attering phenomena. 
While rigorously and globally applicable in idealized 'envi ronments 
with separability and (or) symmetry constrairtts, these forlllulations 
are extendable, at high frequencies, or "earlv".observation times, 
to a considerably more general class of environments since the spectra 
can then be c·:mt racted around' their interfere·.lce maxima and tracked 
locally along maximal trajectories. The trajectories, the ray paths, 
arc defined by the stationary phase (constnlc.:ive interference) con­
dition in the spectral integral. Conventional ray theory results from 
the most drastic spectral shrinkage while various unifonnized ray 
theories retain spectral intervals sufficiently '''ide to accommodate 
transition regions where the simple theory .fails. The initial syn­
thesis, before contraction, usually involves real spectra in the wave-
number and frequency domains. These real spectra are well suited 
to describe wavp processes localized around real stationary points 
that describe real rays. However, certain collimated wave fields­
confined by tapered illumination, medium refraction, or concave surface 
guiding - have spectral integrands with complex stationary points. 
The option then exists to retain the distributed real spectra intact 
in these cases, or to localize, by analytic continuation, around compact 
complex spectral values. The latter define complex ray trajectories. 
Examples are presented to illustrate the smeared out real and concen':' 
trated complex spectral alternatives. 
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SPECTRAL METHODS IN NON-DESTRUCTIVE EVALUATION 

K.J. Langenberg 
Theoretische Elektrotechnik, FB 16 
Gesamthochschule Kassel 
0-3500 Kassel, FRG 

B-8-2 

Presently, non-destructive evaluation (NOE) of flaws and defects 
in materials by means of ultrasound utilizes two basic approach­
es: firstly, imaging methods derived from a linearized inversion 
of Huygens' principles are applied to data collected within a 
synthetic aperture, and, secondly, identification procedures rely 
on the information contained in a record of just one scattered 
transient signal. This transient signal is composed of specific 
prominent wave fronts and more smoothly varying portions con­
tributed by the so-called penumbra-umbra region of the scatterer. 
Generally, the wave fronts, according to a theory provided by 
Felsen and Shirai, can be of inherent or non-inherent types, 
where the latter ones allow a decomposition into resonances with­
in a complex spectral domain. 

The paper presents numerical model computations and experimen­
tal results obtained by an NOE-related ultrasonic scattering ex­
periment to illustrate this specific structure of scattered tran­
sients and how it can be used for identification purposes. 

As a first approach, the underlying scattering model is scalar, 
referring to longitudinal-longitudinal wave scattering, and the 
geometries under consideration are infinitely long cylinders with 
arbitrary elliptical cross-sections, two-dimensional strips, and 
prolate and oblate spheroids. Interpretation of the results with­
in the context of the Felsen-Shirai theory is intuitive by com­
paring various techniques of computation (eigenfunction expan­
sions, GTO and Physical Optics). Derivation of appropriate 
spectral identification methods is then straight forward. 

Experimental results are essentially non-scalar; therefore, elas­
todynamic full-wave solutions of the above kind are presently 
evaluated to be compared with experiments for a ribbon crack 
with stress free boundaries. 
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TRANSIENT WAVEFIELDS AND CAUSTICS 

Michael G. Brown 
University of Miami 

Rosenstiel School of Marine and Atmospheric Science 
4600 Rickenbacker Causeway 
Miami, Florida 33149 USA 

The propagation of high frequency acoustic waves in inhomogeneous 
media excited by a point source is considered. The Maslov-WKB 
technique provides a spectral decomposition of time-harmonic wave­
fields for both separable and non-separable problems. Transient 
wavefields are then represented as two-fold integrals over frequency 
and ray parameter. Chapman's method allows both integrals to be 
evaluated without approximation. The caustics of high frequency 
wave propagation may be classified using catastrophe theory: the 
stationary phase condition (Fermat's principle) establishes the 
connection between the two subjects. The Maslov-WKB-Chapman wavefield 
representation combined with the results of catastrophe theory 
provides a complete description of transient wavefields in the vicinity 
of caustics. These wavefields are examined in some detail. Waveform 
distortions as well as travel time curve behavior in the vicinity 
of caustics are discussed. Both the 'interior catastrophes' (of 
the Airy, Pearcy, etc. type) and the 'boundary or constraint catas­
trophes' (of the Fresnel, etc. type) are considered. Constraints 
imposed on these wavefields by causality are discussed. Finally, 
it is shown how constraints on transient wavefields imposed by 
catastrophe theory can be exploited in the seismic inverse problem. 
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SPECTRAL SYNTHESIS OF INTRINSIC MODES FOR 
GENERAL WAVEGUIDING ENVIRONMENT 

J.M. Arnold 
Department of Electronics and Electrical Engineering 

University of Glasgow 
Glasgow G 12 8QQ 
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The problem of constructing approximate wavefunctions for 
the descripton of propagation in weakly nonseparable environments 
has recently been subjected to intensive investigation. 
Problems of this type are the rule, rather than the exception, in 
naturally occurring waveguides such as are found in underwater 
acoustics or geophysical exploration; they also occur frequently 
in man-made structures and are particularly important in 
integra ted optics devices, where tapered couplers, lenses, and 
other components are made from non uniform sections of 
waveguides. 

It has transpired from recent work on weakly nonseparable 
waveguides that spectral objects, called intrinsi~!l!~!:1.es, can 
function in a very similar manner to the normal modes of a 
separable (translation invariant) waveguide. Intrinsic modes 
are superpositions, in the form of spectral integrals, of certain 
basic spectral elements. These spectral basis elements, while 
being in principle globally extended wavefields throughout the 
configuration space, are subject to mutual interference. For a 
fixed observation point in the waveguiding structure, 
constructive interference of the basis wavefunctions occurs only 
for a small portion of the spectrum centred around a particular 
unique spectral basis function, by the principle of stationary 
phase. If the spectral basis functions are chosen in such a way 
that they look like local normal modes in neighbourhoods of 
points where they dominate the spectral integral, then one has a 
representation for the field in the non uniform guide which is 
very similar to the conventional adiabatic mode theory; however, 
the integral also smooths out the non uniformities of adiabatic 
mode theory where a local normal mode becomes radiative or is 
reflected due to narrowing of the waveguide. 

These ideas originated in a study of a special model problem, 
the open wedge with planar boundaries (J.M. Arnold and L.B. 
Felsen; JASA, 75,1105-1119,1983; JASA, 76,850-860,1984). 
The generality of intrinsic mode spectra has since been widened 
to describe general 3-dimensional geometries including curved 
open boundaries and transverse (as well as lateral) 
inhomogeneities of refractive index; numerical comparisons with 
less sophisticated techniques have been conducted, and the 
connection with ordinary coupled mode theory has been established 
by means of a renormalisation method. It has thus emerged that 
the intrinsic mode concept provides the foundation for a 
comprehensive theory of wave propagation in nonuniform 
waveguides. 
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OCEAN ACOUSTIC WAVE PROPAGATION BY THE PARABOLIC EQUATION METHOD 

Ding Lee 
Naval Underwater Systems Center 

New London, CT 06320, U.S.A. 

Most ocean acoustic wave propagations are predicted by the solution of the 

Helmholtz equation. A class of ocean acoustic wave propagation problems can be 

solved by a set of partial differential equations other than the Helmholtz 

equation. These partial differential equations include the parabolic wave 

equation. Over a decade ago, when the Parabolic Equation (PE) method was intro-

duced, it received a lot of interest. However, during that period of time, the 

PE method was not fully developed to its capability. Until recent years, the PE 

method was much refined and its computations enhanced by advances in numerical 

analysis and availability of supercomputers. The PE approach is an important 

development and is proved to handle a class of range-dependent problems efficien-

tly. These recent improvements permit the PE model to handle sophisticated ocean 

environments in realistic and systematic manner. These overall developments are 

highlighted. The main theme of this talk is centered at one particular contri-

bution - the wide angle capability. The wide angle development involves contri-

butions in applied mathematics, numerical methods, and computational acoustics; 

most importantly, the capability of handling realistic ocean environments. The 

theoretical development will be outlined. A benchmark ocean acoustic problem is 

chosen to discuss the need for the wide angle capability. Then, the wide angle 

model is used to solve the benchmark problem whose numerical results are used 

to support the validity of the wide angle development. 
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ROTATIONAL-TRANSLATIONAL ADDITION THEOREMS 
FOR SPHEROIDAL WAVE FUNCTIONS 

R.H. MacPhie, J. Dalmas and R. Deleuil 
Laboratoire de Radioelectricite 

Universite de Provence, Marseille France 

An addition series is deduced to represent the scalar 

s p her 0 ida 1 wa v e fun c t ion c,p ~~ ( h q; t. q' '? q , cP q ), bas e don 
an arbitrarily located and oriented cartesian reference 
frame (x q , Y."I' Zq), in terms of scalar spheroidal wave 

functions q>~J(hr;t;",''?r' CPr)' based on a second arbitra­
rily positioned and oriented Cartesian coordinate system 
(x,.., Yr' zr). The coefficients of the expansion series 
Q~:'JA)I can be expressed as a simple product of two 
matrices (a rotation matrix and a translation matrix) 
which are preceded and followed by column matrices which 
depend respectively only on the spheroid parameters hr 
and hq , i. e., on the semi i nterfoca 1 di stances (F = hA/2rr) 
of the two spheroidal systems. The extension of the 
theory to vector wave functions is also discussed. 
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ELECTROMAGNETIC SCATTERING BY TWO PROLATE SPHEROIDS 
IN PARALLEL CONFIGURATION: EXPERIMENTAL RESULTS 

R. Deleuil, J. Dali'rias and R.H. MacPhie 
Laboratoire de Radioelectricite 

Universite de Provence, Marseille France 
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Experimental data, in the form of monostatic radar 
cross sections, has been obtained for two orolate con­
ducting spheroids, each with an axial ratio (alb) of 2. 
Both end-to-end and side-by-side configurations are 
considered at frequencies that span the so-called reso­
nance region and for a variety of center-of-center sepa­
rations. The radar cross sections of two spb~roids, each 
with alb = 10, are also presented. In both cases 
(alb = 2 and alb = 10) the measured data is compared 
with theoretical results available in the recent lite­
rature. 
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Scattering by a Dielectric Cylinder 
of Rectangular Cross Section with 

Oblique Incidence 

Roberto G. Rojas 
The Ohio State University ElectroScience Laboratory 

Department of Electrical Engineering 
Columbus, Ohio 43212 

A t40ment Method (MM) solution is developed for the fields 
scattered by a dielectric cylinder of rectangular cross section. 
Un 1 i ke previ ous papers [Ri chmond, IEEE Trans. Vol. AP-13, May 
1965, pp. 334-341, Vol. AP-14, July 1966, pp. 460-464J, this paper 
considers the incident plane wave to have oblique incidence with 
respect to the axis of the cylinder as depicted in Figure 1. Fur­
thermore, the incident plane wave can have arbitrary polarization. 
For the case of oblique incidence, the TE and TM scattered fields 
are coupled and the unknown total electric field inside the di­
electric cylinder has three nonzero components, i.e., Ex, Ey, and 
Ez• The total electric field inside the dielectric cylinder is the 
unknown quantity in an integral equation from which a system of 
linear equations is obtained. The cylinder cross section is di­
vided into square cells which are small enough so that the elec­
tric field is nearly constant in each cell, however, all the 
fields have the same exponential z dependence as the incident 
field. The system of linear equations is obtained by enforcing at 
the center of each cell the condition that the total electric 
field must be equal to the sum of the scattered and incident 
fields. Once the total electric field inside the cylinder is com­
puted, the scattered field at any other point in space is easily 
obtained. 

INCIDENT 
FIELD 

p 

OBSERVATION 
POINT (PI 

Figure 1. Plane wave incident on a dielectric cylinder of 
rectangular cross section. 
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SCATTERING BY A METAL CYLINDER COATED BY 
DIELECTRIC LAYERS AND PENETRABLE SHEETS 

J. G. Davis 
Motorola Inc., Schaumburg, IL 60196 

and 
P. L. E. Us1enghi 

Department of Electrical Engineering and Computer Science 
University of Illinois at Chicago 
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The scattering of a plane electromagnetic wave by a coated metal­
lic cylinder is considered. The coating consists of layers of 
dielectric materials separated by sheets on which an impedance 
condition holds, implying discontinuity of the tangential mag­
netic field across each sheet. The sheet impedance may model 
a resistive layer or a frequency-selective surface and, there­
fore, is important in such applications as antenna radomes and 
modification of radar cross-sections. 

An exact solution to the scattering problem is obtained, and high­
frequency asymptotic results for the far field are derived using 
well-known techniques. The effectiveness of this type of layered 
structures on curved surfaces is discussed in detail. 
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GEOMETRICAL OPTICS SCATTERING 
FROM A PENETRABLE WEDGE 

N. J. Damaskos 
Damaskos Inc., P.O. Box 469, Concordville, PA 19331 

and 
P. L. E. Uslenghi 

Department of Electrical Engineering and Computer Science 
University of Illinois at Chicago 

The scattering of a plane electromagnetic wave by the edge of a 
penetrable wedge is considered. The electromagnetic field in air 
and inside the wedge may be considered, in a first approximation 
based on geometrical optics (G.O.), as a discrete set of plane 
waves which are generated by reflection and transmission at the 
faces of the wedge, and which travel in different directions with 
different amplitudes and phases that are determined by G.O. con­
siderations. However, these plane waves occupy only certain angu­
lar regions of space, and terminate abruptly at G.O. boundaries, 
where G.O. predicts a discontinuity in the field. The G.O. solu­
tion is a good approximation to the exact solution if the observa­
tion point is at a distance of at least a few wavelengths from 
the edge and is not near a G.O. boundary. 

The discrete spectrum of plane waves is extracted from an integral 
equation formulation of the problem, in order to obtain a bound on 
the error made by taking the G.O. solution. An approximate des­
cription of the field near a G.O. boundary is given in terms of 
Fresnel integrals. 
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A BACKSCATTERING STUDY OF MUTUAL INTERFERENCE 
BETWEEN CONDUCTING PLATES 

C. Long Yu 
Electromagnetic Systems Division 

Pacific Missile Test Center 
Point Mugu, California 93042 
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The electromagnetic mutual interaction between simple objects 
such as flat plates or finite cylinders in a backscattering 
enviroment is of considerable interest in the study of electro­
magnetic shadowing effects and mutual interference of scatterers 
on a modern complex radar target. This mutual interference 
problem represents higher-order electromagnetic backscattering 
contributions to the radar cross section (RCS) of a radar target. 
If realistic backscattering properties of a complex radar target 
are to be determined analytically, mutual interaction effects 
must be included in the mathematical simulation calculations. 
In order to determine and assess the effect and significance of 
various scattering mechanisms involved in the mutual interaction 
problem, an experimental approach using high-resolution micro­
wave imaging measurements may be employed. High-resolution 
measurements are capable of isolating and determining the domi­
nant scattering contributions due to the higher-order reflec-
tion and diffraction terms such as reflected-reflected, reflected­
diffracted, diffracted-reflected, reflected-diffract ed-reflected 
and diffracted-diffracted terms. Test models, composed of two 
finite conducting flat plates oriented in various configurations, 
were used in high-resolution and continuous-wave (CW) RCS measure­
ments to experimentally study the mutual interaction phenomenon 
as well as the primary scattering mechanisms involved. Interest­
ing results exhibited in CW backscattering patterns, range profile 
patterns, and two-dimensional image maps will be presented to 
illustrate the significance of shadowing effects and mutual inter­
ference encountered in the measurements. 
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Scattering by sMall steps on large plates 

Will iaM Hall i dy 
General DynaMics-Convair 

MZ 416850, P.O. 80x 85357 
San Diego, CA 92138 

A two diMensional analytical solution is developed for scattering 
of plane waves'by a sMall step on a perfectly conducting plane. 
The scattering May be described by an equivalent Magnetic current 
in the TEz case or an equivalent Magnetic line dipole in the TMz 
case. Thus it is easy to deterMine diffraction coefficients for 
use in three diMensional GTD applications. For the backscatter 
case the solutions possess a reMarkable SYMMetry about the norMal 
to the plane. The cOMplex field viewed step down is the negative 
of the field viewed step up at the saMe angle to the plane's 
norMal. 

GTD equivalent current techniques are applied to backscatter by a 
step on an ogive shaped flat plate. Analytical results are 
presented for this configuration and cOMpared to experiMental 
results obtained at General DynaMics-Convair's SycaMore Canyon test 
facility. 

Applications to steps on appropriately terMinated cylindrical 
surfaces are also Mentioned. 
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A RESONANCE EXPANSION FOR THE ELECTROMAGNETIC FIELDS 
SCATTERED BY CONDUCTING AND NON-CONDUCTING SPHERES 

Douglas J. Riley 
Sandia National Laboratories 

Electromagnetic Applications Division, 2322 
Albuquerque, New Mexico 87185 

The use of contour integration provides a straightforward 
method for expanding a function in terms of its singular­
ities. The resulting expansion represents one possible 
form of the more general Mittag-Leffler expansion theorem. 
The benefit of using the contour technique is that the 
expansion is completely determined; an arbitrary (unknown) 
entire function does not need to be added to ensure the 
validity of the expansion. However, the method is only 
applicable to functions which remain suitably bounded 
within a contour which encompasses all singularities. 

In general, the coefficients associated with the Mie series 
for the electromagnetic fields scattered from both perfectly 
conducting and dielectric spheres exhibit asymptotic growth 
within arbitrary contours which encircle the singularities 
associated with the coefficients. As a consequence, 
according to the contour method, it is not possible to 
expand the entire Mie coefficient. However, the contour 
technique can be used if one expands only a portion of the 
Mie coefficient; a portion which remains properly bounded 
within the contour. The resulting expansion is then 
independent of an unknown entire function, valid for arbi­
trary scattering angle, and possesses the desired property 
that the scattered field is specified in terms of the 
natural resonances associated with the sphere. The theory 
for applying this technique for representing the fields 
scattered from both perfectly conducting and homogeneous 
dielectric spheres in terms of their resonances is present­
ed in this paper. In addition, numerical examples are 
presented which demonstrate the accuracy and stability of 
the expansions. 
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A THREE-DIMENSIONAL, FINITE POISSON TRANSFORMATION AND ITS 
APPLICATION IN OBTAINING A HYBRID REPRESENTATION OF FIELDS 

IN AN OVER-MODED RECTANGULAR CAVITY 

Doris Wu and David C. Chang 
EI~ctrical and Computer Engineering 

University of Colorado, Boulder, CO 80309 

In assessing the electromagnetic interference of an equipment-under­
test (EUT), it is often sufficient and frequently for sake of 
expediency to take EMI measurements in a so-called "reverberating 
chamber" which ideally is capable of producing a randomly-varying 
field over a time period substantially longer than the system re­
sponse time of the EUT. In practice, such a chamber is made of an 
electrically large metallic rectangular cavity with a sufficiently 
low Q so that a large number of resonant cavity modes can be excited 
Simultaneously at a given frequency. A rotating metallic "mode­
stirrer" is then used to proviqe the mode-conversion function needed 
for producing the randomly-varying field. 

In analyzing the ability of a mode-stirrer to produce the needed 
mode conversion, one has to deal with the scattering problem of a 
metallic object placed in an over-mode rectangular cavity. A double­
variational formulation is used to find the scattered cavity modes 
due to a given incident cavity mode, and, as such, one has to deal 
with the issue of how to develop a numerically desirable expression 
for the diadic Green function of a rectangle cavity, particularly 
when the source point is close to the observation point. Being a 
resonant cavity, the resonant modes clearly should be retained; 
however, one can ill-afford the exclusive use of a model represen­
tation since the convergence of the higher-order, non-resonant modes 
is notoriously slow from a numerical view point. In the case of a 
single infinite summation, it is a well-known practice that one may 
truncate the sum to a finite one, and then evaluate the remainder 
analytically, albeit approximately. Such a procedure proves to be 
cumbersome in the three-dimensional case. In this work, a finite, 
three-dimensional Poisson transformation is developed rigorously 
and the resultant expression gives rise to a hybrid representation 
of cavity modes, combined with images produced by the reflecting 
boundaries of the cavity. Depending upon the composite Q of the 
cavity, we then judiciously select only those cavity modes that are 
near resonant and express the remainder field by its image terms. 
Such a hybrid representation turns out to be particularly effective 
in dealing with the integration of the Green's function with the 
current distribution over the surface of the scatterer, since only 
the self-term plus, at the most, several adjacent images are needed 
to obtain the desirable numerical accuracy. Using this representa­
tion, we have calculated successfully the statistics of the scattered 
field distribution as a result of a rotating thin-wire mode-stirrer 
of finite length. Several conclusions regarding its physical loca­
tion and orientation will be given in the presentation. 
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SIMULATION OF SYNTHETIC APERTURE RADAR 
IMAGERY OF THREE DIMENSIONAL OBJECTS 

Ivan J. LaHaie 
Infrared and Optics Division 

Environmental Research Institute of Michigan 
P.O. Box 8618 

Ann Arbor, MI 48107 

B-9-10 

A computer-based simulation package for generating Spotlight 
synthetic aperture radar (SAR) imagery of arbitrary, three-dimensional 
objects is described. The objects are created using a geometrical 
modeling method based on combinatorial solid geometry techniques, 
whereby a complex structure is built up via Boolean operations on a set 
of primitive bodies (spheres, cylinders, cones, etc). The scattering of 
the radar waveform by the object is modeled by a generalization of the 
physical optics (PO) approximation. The generalization allows the 
inclusion of multiple reflections and shadowing, and is achieved through 
a novel approach to the sampling of the object geometry. A system 
transfer function technique is used in the calculations, permitting the 
combined effects of the scattering and SAR image formation processing to 
be cast into a single input-output relationship for each geometrical 
sampling pOint. This is possible because of the local nature of the 
physical optics scattering process. Perfectly conducting as well as 
impedance boundary conditions can be specified, and full polarization 
capability exists within the limits of the PO model. A wide variety of 
SAR system parameters, such as wavelength, resolution, and collection 
geometry can be specified. Two modes of image simulation are possible, 
depending upon whether or not the aspect variation of the object 
scattering can be ignored. Simulated images of simple scattering 
objects for both modes are shown. 
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SPECTRAu THEORY OF TRANSIENTS: FORMULATION, 
INTERPRETATION, APPLICATION 

E. Heyman 
Department of Electrical Engineering 

Tel Aviv University, Israel 

and 
L.B. Felsen 

Department of Electrical Engineering and Computer Science 
Polytechnic Institute of New York 
Route 110, Farmingdale, NY 11735 

Spectral synthesis of source-excited strongly dispersive transient 
wave phenomena usually requires constructi(<u of the time-harmonic solu­
tion and subsequent Fourier inversion over frequency. However, when 
wave processes are weakly dispersive, the harmonic spectra can be approx­
imated by local plane waves that are invertable explicitly into the time 
domain. Subsequent spatial spectral superposition of the constituent 
transient fields then yields the source-exc.ited response in simple form. 
This feature has been incorporated into a spectral theory wherein the 
wave spectra 'are allowed to be real or complex. Var io.us physical weakly 
dispersive wave processes are categorized by the singularities (poles 
or branch points), which they generate in the complex spectral plane, and 
by the motion. of these singularities as a function of time. At early 
times, "wavefront approximations" yield sir;<ple explicit results, but im­
plicit forms are valid at all observation times that do not violate the 
weakly dispersive assumption. Spectral objects compact in complex space 

are shown to give rise to distributed, and physically less transparent, 
objects when the spectra are constrained to be real. Illustrative ex­
amples include source excited transient wave fields in configurations 
giving rise to abrupt or continuous refraction, to multiple reflection­
refraction, with associated different species of ray caustics, to lateral 
waves, and to edge diffraction. 
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ACCELERATION OF FD-TD NUMERICAL MODELING OF RADAR CROSS SECTION 
VIA FAST FOURIER TRANSFORM COMPUTATION OF FIELD SPATIAL DERIVATIVES 

Thomas G. Jurgens and Korada R. Umashankar 
Department of Electrical Engineeering and Computer Science 

University of Illinois at Chicago 
Chicago, IL 60680 USA 

Allen Taflove 
Department of Electrical Engineering and Computer Science 

Northwestern University 
Evanston, IL 60201 USA 

In previous work, the finite-difference time-domain (FD-TD) 
method was demonstrated by the authors to provide a high numerical 
modeling accuracy of 1 dB (with respect to measurements) over at 
least a 40-dB dynamic range of radar cross section values for 9-
wavelength size three-dimensional objects exhibiting such scatter­
ing physics as edge and corner diffraction, corner reflection, and 
cavity penetration. It appears that the cases previously studied 
represent the 1 argest detailed three-dimensional numerical scat­
tering models of any type ever verified wherein a uniformly fine 
spatial resolution and the ability to treat non-metallic composi­
tion is incorporated in the model. 

Wi der use of the FD- TO approach has been i nhi bi ted by the 
large computer storage and running time requirements of FD-TD, and 
the general 1 ack of access to supercomputers which can deal with 
these requ i rements. The goal of the research descri beml in 
this paper is the development of efficient algorithms for FD-TO 
which could ultimately cut its storage and running time require­
ments for large three-dimensional numerical models by 125:1 and 
625:1, respectively. This would permit VAX 11/780 computers to 
process 10-wavelength size model s in about 4 minutes per look 
angle, and Cray-1S computers to process 50-wavelength size models 
in about 10 minutes per look angle. 

The acceleration of FO- TO numerical model ing in this manner 
woul d result from util i zi ng a spati a 1 di screti zati on approachi ng 
the Nyquist sampling limit of 2 points per wavelength, rather than 
the present sampling of 10 - 11 points per wavelength. Existing 
local (centered-difference) field derivatives are grossly inaccu­
rate at 2 samples per wavelength. However, a global computation 
of field spatial derivatives using the fast Fourier transform 
method (0. G. Johnson, Proc. IEEE, 72, 90-95, 1984) permits ap­
proaching the Nyquist limit. 

This paper describes initial one and two-dimensional results 
for FD- TO numerical models of radar cross section using the FFT 
method for computing field spatial derivatives. Emphasis here is 
on algorithm accuracy and stabil ity, and avoidance of al iasing. 
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FINITE DIFFERENCE-TIME OCMAIN FORMJLATION OF 
AN INVERSE SCATI'ERING SCHEME FOR RlMJTE 

SENSING OF INOCMlGENEOUS LOSSY LAYERED MEDIA 

Sujeet K. Chaudhuri 
Department of Electrical Engineering 

University of Waterloo, Waterloo, Ont., Canada 

Korada Umashankar 
Department of Electrical Engineering and Computer Science 

University of Illinois at Chicago, Chicago, ,IL. USA 

Allen Taflove 
Department of Electrical Engineering and Computer Science 

Northwestern University, Evanston, IL. USA 

The present paper is concerned with the inverse scattering problem of deter­
mining the electromagnetic characteristics (conductivity, pennittivity, penneabi­
lity) of an inhorogeneeus layered propagation medium from the knowledge of a time 
dependent incident wave and the resulting backscattered field response. This 
situation is often considered as an useful ,model for many practical situations in 
applications involving the electromagnetic probing of biological media, and the 
natural gee-physical media (earth, ice, sea, etc). 

Several analytical and numerical methods for this profile inversion based on 
the integral equation fonnulation - both in the frequency and in the time domain 
have been discussed previously. In contrast, to the best of authors' knowledge, 
very little or no attempt to solve this problem with the differential equation 
fonnulation has been made. Here it will be shown that the time domain different­
ial equation fonnulation is simple to ,implement and has broad applications comp­
ared to previously attempted'inversion methods. 

The profile inversion technique developed in this paper is based on the 
differential equation fonnulation of the direct scattering (interaction and also 
propagation) problem known as the Finite-Difference Time-Domain (FD-TD) method. 
FD-TD is a direct solution of Maxwell's time-cIependent curl equations for the 
electric and magnetic fields at a regular lattice of points covering a volume of 
space that contains a given scatterer. A fully explicit numerical algorithm is 
used to simulate real-time wave propagation and scattering. Using this direct 
scattering algorithm in conjunction with the causality of the time-domain res­
ponse, an iterative optimization routine capable of estimating the electromagnetic 
characteristic profile in a step by step fashing (layer stripping) is developed. 
This optimization scheme constructs w"le conductivity, pennittivity and permeabi­
lity profile of the medium such that the time history of the resulting total field 
at a given location (outSide the medium being probed) fits a given input time­
domain field (measured) response in a least-square-error sense. 

Results of the numerical simulation of various layered stripping examples 
will be presented. 
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ACOUSTIC PULSE DIFFRACTION BY TILTED HALF-PLANES 

M.J. Yedlin and E.V. Jull 
Department of Geophysics and Astronomy and 

Department of Electrical Engineering 
University of British Columbia 
Vancouver B.C. V6T lW5 

B-l~4 

The analysis of seismic pulse diffraction by simple 
underground structures is helpful in time interpre­
tation of recorded data in oil exploration. The 
boundary conditions for acoustic diffraction are the 
same as in electromagnetics but the fields are scalar. 
Shear-wave effects are generally less prominent and 
can be neglected. 

The basic 
er on the 
ly tilted 
surface. 

mdoel consists of a point source and receiv­
earth's surface over a half-plane arbitrari­
with respect to the plane of the earth's 
A solution for the total field in terms of 

Fresnel integrals is used. This requires source 
and receiver to be far from the edge. However, good 
numerical results can be obtained for distances as 
small as a wavelength. This monochromatic solution 
is evaluated for each frequency in the source pulse 
bandwidth, so that it must be numerically efficient. 
The frequency range used is 5 to 60 Hz. with a peak 
amplitude at 20 Hz. Up to 500 source receiver 
positions with 512 time sampling intervals have been 
used. 

Previous analyses of this kind of problem in Geophysics 
have used the Kirchoff method. It is well known that 
this method fails for source and r~e~er at large 
angles from the edge. It also results in a diffi­
acted field amplitude which is incorrectly symmetrical 
about the normal to the edge. The present method 
appears to be more efficient numerically, particularly 
with the use of a diffraction coefficient outside the 
transition regions about the reflection boundary. 
complex structures such as strips and corners can 
be analyzed by this combination of asymptotic and 
spectral methods. 
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ANNIHILATION OF PURELY IMAGINARY SINGULARITIES 

R.K. Ritt, Illinois State University 

It is well known that for perfectly conducting bounded scatterers, 
the magnetic field integral equation formulation of the exterior 
problem, in the s-plane, results in an operator whose inverse, as 
a function of s, is analytic for Re s ,>0. andis otherwise meromor­
phic. The singularities in the left half plane are used in the 
analysis of the time dependent initial value problem; the singulati­
ties on the imaginary axis are identified with the characteristic 
frequencies of a dual interior problem. Since, in the use of numer­
ical methods to estimate these singularities, these latter type em­
erge, there has been, from time to time, concern expressed as to the 
relationship of these singularities to the exterior problem. 

In this paper we show that for the analagous scalar exterior Neu­
mann problem, in the construction of the resolvent Green function, 
these singularities are annihilated, and consequently play no role 
in the exterior scattering problem. Specifically, if S is a bounded 
smooth surface, and if K(s) is the integral operator: 

[K(s)u] (x) = ~u(x) -to ) C u(y)::2 G(s, \x-yl)dSy ' G(s,r) :t an 
-sr 

e , 
4Ti r 

y 

then the resolvent Green function, corresponding to a source at Xo 
and an observation point at x, both in the exterior region, is 
given by: 

G(s, rx-xO') - \) 
S 

-1 
'(p G(s, Iy-x\) [K (s)G(s, (Xo-y!)] dS an- y 

y 

In this last expression, when the igiegration is completed, the 
purely imaginary singularities of K (s) no longer appear. 

The method of proof does not seem to have an immediate extenfion 
to the vector problem. 
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SPECULAR SCATTERING FROM SURFACES WITH 
A SMALL RADIUS OF CURVATURE 

A.K. Dominek, W.O. Burnside, L. Peters, Jr. 
The Ohio State University 
ElectroScience Laboratory 

1320 Kinnear Road 
Columbus, Ohio 43212 

B-IO-6 

Specular scattering from smooth, two dimensional conducting 
bodies with small radii of curvature is discussed. Existing 
solutions such as the Luneburg-Kline expansion and the Pathak 
Reflection Coefficient with its asymptotic form are compared to 
results from a Time Domain Extraction technique (TOE). The TOE 
procedure first obtains the time domain representation of the 
scattered fields from the numerical transformation of exact or 
measured frequency domain fields and then "gates" out the 
specular contribution to recover the "exact" specular scattered 
field. This specular field is then transformed back to the 
frequency domain. 

Finally a heuristically developed parabolic based, uniform 
reflection coefficient is presented. The uniformity is with 
respect to the electrical size of the radii of curvature at the 
surface's specular point. This uniformity allows the physically 
interpretated diffracted fields from an edge to be related to 
the reflected fields from a smooth surface as the radii of 
curvature increases. The coefficients are heuristically 
generated from the exact scattered field for a two dimensional 
parabolic cylinder with plane wave illumination. The 
significant variables in this solution are the radius of 
curvature at the specular point and the distance between the 
specular point and the incident shadow boundaries. 
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TRANSIENT RESPONSE CALCULATION FOR MULTIPLE 
CONDUCTOR STRUCTURES ABOVE A·HOMOGENEDUS EARTH 

O. Aboul-Atta and G. Bridges 
Department of Electrical Engineering 

University of Manitoba 
Winnipeg, Manitoba, Canada R3T 2N2 

The case of a single conductor located above a lossy medium has 
been studied extensively at all frequency ranges. An exact solution 
for the electromagnetic field is generally derived using Maxwell's 
equations and treating the situation as a boundary value problem. The 
Sommerfeld integrals involved in the resulting solution, and caused by 
the finite conductivity of the earth, prove difficult to evaluate and 
their importance at higher frequencies has led to various solution 
techniques and approximations. The results of these studies has 
provided an insight into the higher frequency behaviour of the single 
wire case. However, in order to be useful for many practical problems 
the work for the single wire conductor must be extended to the 
multiple conductor case. 

Power engineers have successfully utilized a multiple conductor 
solution based on the telegrapher's equations. For this quasi-static 
solution many low frequency approximations have been assumed, such as 
the simplification or complete elimination of the Sommerfeld 
integrals, which is only adequate at power frequencies. When higher 
frequencies are required for accurately describing transient 
diagnostics and applications, such as lightning effects, EMP coupling, 
or system fault studies, the low frequency theory in general is no 
longer adequate. 

A frequency domain approach for the determination of the impulse 
response of multiple parallel conductors located above a lossy earth 
will be presented. The conductor current matrix is operated on 
through convolution by the system transfer function [S(z,t)] as 

[I (z, t)] [S (z, t)] '" [I (0, t) ] 

where [S (z, t) ] rep] [0] [prl 

and [0] = [exp (j k~) ] 

For transient studies the characteristic propagation constants of the 
structure, k~, as well as the modal surge impedances, z~, where 
[v]=[z:] [i], are required. The method of extracting k~ and Z: for use 
with this model will be presented. The work is aimed at detection and 
recognition of faults on long transmission lines and the exactness of 
the solution required to achieve this goal wil I also be discussed. 
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K-PULSE FOR A THI~ CIRCULAR LOOP 

H.T. Kim, ~. Wang and D.L. Moffatt 
The Ohio State UnIversity ElectroScience Laboratory 

Department of Electrical EngineerIng 
Columbus, Ohio 43212 

~1~8 

Based on the pole el imination concept ( Gerst and DIamond, 
Proc. IRE, July, 1961 ), a time-limited input waveform, the 
K-pulse, is obtaIned for a thin, conducting, circular loop. The 
resultant response waveforms are also found to be time-limited. 
Therefore, by employing the K-pulse input, the resonant ringing 
associated with the circular loop has been el iminated. This 
paper wil I describe the concept and the procedures for deriving 
the K-pulse. An interpretation wil I also be given to the 
Impulse response of the thin circular loop to demonstrate the 
various scattering mechanism Involved. 
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ANALYSIS OF N-CONDUCTOR TRANSl\fiSSION LINE 
SYSTEMS WITH NON-LINEAR LOADS 

Steven P. Castillo, Chi H. Chan, and Raj Mittra 
Electromagnetic Communication Laboratory 

University of Illinois 
Urbana, Illinois 61801 

In recent years the density of solid state devices that can be placed on a 
printed circuit board or on a single silicon wafer has increased dramatically. 
Thus, the problem of estimating the coupling, crosstalk and pulse distortion in 
an n-conductor transmission line has become an important one. 

The miniaturization of solid state devices is of great importance in 
computer driven phased arrays, telecommunication circuits, and computers 
themselves. In each of these applications, malfunction of the system could 
result from false gating due to crosstalk and pulse distortion in the circuitry. 

Although the study of n-conductor transmission lines is not new, no 
satisfactory method exists for treating the case where the loads are nonlinear 
and complex, as in the case of solid state devices. 

This paper presents a time-domain method for numerically solving 
transient problems on transmission line systems with non-linear complex 
loads. The loads specifically studied are digital devices, e.g., TTL logic gates, 
mounted on printed circuit boards. 

A general circuit model is used to characterize the device. The circuit 
model consists of a simple R-C network in parallel with a generator. The 
values of the resistance and the generator voltage are derived from the V-I 
curves of the device. Therefore, the model does not have to be modified for 
different devices. Only the V-I curves and the shunt capacitance of each 
specific device must be known. Application of boundary conditions at each 
end of the line results in two nonlinear matrix differential equations. These 
equations cannot be solved using conventional frequency domain analysis 
followed by Fourier transformation. Thus, they must be solved directly in 
the time domain. In this paper the nonlinear differential equations are solved 
numerically using finite difference algorithms. 

The results given are for a typical set of line and device parameters. 
The numerical results are compared with the experimental data and good 
agreement is found. A comparison of the cpu times used for different finite 
difference algorithms is also included in the paper. 
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ANALYSIS OF CONDUCTOR LOSSES OF A MULTI CONDUCTOR 
TRANSMISSION LINE SYSTEM 

B-IO-IO 

Jayanti Venkataraman*, Antonije R. Djordjevic+ and Tapan K. 
Sarkar* 
*Department of Electrical Engineering, Rochester Institute 
of Technology, Rochester, NY 14623 
+nepartment of Electrical Engineering, University of Belgrade, 
11001 Belgrade, Yugoslavia 

A method is presented for the analysis of a multiconductor 
transmission line system where the conductors and the ground 
plane are of large but finite conductivity. Of particular 
interest here is the frequency behaviour of the inductance 
and resistance. The conventional approach where the resistance 
is obtained perturbing the perfect conductor case, it is assumed 
that the skin effect is fully developed. The resistance thus 
obtained is inadequate to describe the low frequency behavior 
of the line where it should be almost frequency independent 
and equal to the dc value. The inductance obtained by inverting 
the capacitance matrix yields a frequency independent result 
while in some cases the dc and high frequency inductance can 
differ by a few tens percent. 

The system under consideration consists of transmission 
lines infinitely long, rectangular in cross section, arbitrary 
in size and orientation and immersed in a homogenous, non 
magnetic loss less dielectric. The current density assumed 
to be uniform along the length of the line is dependent only 
on the transverse coordinates. The excitation is by an axially 
independent TM electromagnetic wave. The total electric field 
intensity is related to the unknown currents in the transmission 
line by the magnetic vector potential and the gradient of 
the scalar electric potential. Since the ground plane is 
of finite extent with a large but finite conductivity, the 
arbitrary constant appearing in the two-dimensional Green's 
function has to be evaluated. A numerical method is presented 
where the condition has been imposed for the total current 
to be zero, whereby this constant is eliminated rather than 
evaluated. The distribution of the unknown currents is approxi­
mated by pulses and the amplitude of these pulses are determined 
by a point matching technique. 

The inductance and resistance matrices have been obtained 
for some typical multiconductor transmission line systems. 
The frequency behavior of a two wire transmission line illus­
trates very well the low frequency behavior, below 100 kHz, 
of the resistance, which tends to the dc resistance; and the 
inductance where the dc and high frequency values differ by 
a few tens percent. The stability of the numerical method 
is also illustrated. 
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GRAPHICS APPLICATIONS IN EM COMPUTER MODELING 

E. K. Miller, M. J. Barth, G. J. Burke, R. D. Merrill 
Lawrence Livermore National Laboratory 

Computational procedures for solving electromagnetic radiation and 
scattering problems have become increasingly routine. Much 
progress has been made in broadening the variety and complexity of 
applications amenable to computer solution using a variety of 
approaches. The result has been to make available an ever growing 
amount of data to the EM analyst and designer. Paradoxically, 
however, this added data may not be as fully exploited as would be 
beneficial due to its sheer volume. In addition, other kinds of 
data that computational procedures could provide may not even be 
utilized because of our inability to interpret it. There is 
clearly a need to extract more information from these data to 
obtain a better understanding of the electromagnetic phenomena 
involved, i.e., to acquire knowledge from the data. 

Computer graphics represents a tool that could contribute 
substantially to analyzing computer-generated data for the 
information and knowledge it can reveal. Use of computer graphics 
in EM applications is still in its infancy, although examples can 
be found which indicate its potential. In this paper we will 
survey possible uses of graphics in EM computations, emphasizing 
Moment-Method modeling. Presentation of physical observables will 
be illustrated, as well as quantities of a more abstract nature, 
such as the matrices which arise in the Moment Method. We also 
consider how relationships that graphics presentations reveal might 
be represented in useful mathematical models. Finally, we discuss 
and demonstrate how computer-controlled, video-cassette recorders 
can be used to make graphics movies conveniently available to the 
modeler. 
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CONJUGATE GRADIENT ITERATIVE SOLUTION 
OF AN INTEGRAL EQUATION WITH 

A SMALL NUMBER OF GREEN'S FUNCTION TERMS: 
THE FIN-LINE DISCONTINUITY PROBLEM 

Kevin J. Webb 
Electrical Engineering Department 

University of Maryland 
College Park, Maryland 20742 

ABSTRACT 

Raj Mittra 
Department of Electrical 

and Computer Engineering 
University of Illinois 
Urbana, Illinois 61801 

Many electromagnetic problems require the solution of an integral operator 
equation of the form Lf = g, where f is the unknown and g is due to the 
incident field. A number of these problems involve the use of a Green's func­
tion with a relatively small number of terms. Examples occur in the analysis of 
millimeter-wave and microwave integrated circuit waveguides, such as fin-line 
and microstrip, where the Green's function is comprised of the waveguide 
modes. Numerical methods, for example the moment method, are necessary to 
find approximate mode functions in these waveguides. However, it is difficult to 
find accurate modal solutions which satisfy the orthogonality condition. This 
means that only a small number of modes may be used in the Green's function. 
Difficulties then result when applying the conjugate gradient iterative method 
to the discontinuity problem with unknowns in the transverse junction plane. 

Consider the specific problem of solving for the scattering parameters of a 
step discontinuity in fin-line. The unknown in the integral equation is the mag­
netic current over the transverse junction plane within the shield. The unknown 
is represented discretely on an (m ,n) grid of points. Data has been obtained 
using three modes with m = 17 and n = 33. Good results with rapid conver­
gence are achieved when solving the uniform problem even with a poor initial 
estimate. However, application to the step discontinuity problem with differing 
slot widths does not yield satisfactory results. The conjugate gradient method 
converges to a solution which corresponds to a higher-order waveguide mode 
than those in the Green's function. This results in 8ll for the junction going to 
one. 

Difficulties arise when applying the conjugate gradient method to 
waveguide discontinuity problems which use a Green's function with a rela­
tively small number of modes. The number of degrees of freedom in the unk­
nown is larger than the number of modes used. It is necessary to have the 
number of unknowns similar to, or less than the number of modes in the 
Green's function. 
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0:'; THE EL3CT;~OF.IAGNE'l'IC {lAVE SCATTERING FI~OI\1 
Il':FHIITE RECTANGULAR CONDUCTING GRIDS VIA 

TIlli SPECTRAL DOMAn; CoriJUGATE GRADIEHT [·/;ETHOD 

C.G.Christodoulou 
University of Central Florida 

P.O.Box 25000 
Orlando,FL. 32816 

J . F . J=auffman 
North Carolina State University 

F.O.Box 52'75 
Raleigh,NC. 2'7650 

The Conjugate Gradient method in the spectral 
domain is employed to solve the problem of Electroma­
gnetic wave scattering from infinite gratings and 
meshes which are made of conducting strips of arbitrary 
conductivity and width.The equivalent radius principle 
is applied to the strips to evaluate the reflection 
coefficient for a circular wire mesh.An internal impe­
dance for the infinite wires is utilized to account for 
the effects of the finite conductivity of the wires. 
Another impedance expression is used in the case where 
the wires are made of different alloys.This technique 
can be used to solve the problem of scattering from a 
mesh for all spacings among adjacent wires, whereas, 
other methods, such as the Spectral Iteration Approach 
and the Averaged Boundary Condition method are limited 
to certain spacings.'rhis al(?;orithm can be used to solve 
for both induced currents and aperture fields. [.ioreover, 
it ViaS observed that the conversence rate of the problem 
delJends siGnificantly on the shape of the chosen unit 
cell.Results for the reflection coefficients, induced 
currents, and. aperture fields are compared with data 
from other methods to support the Validity of the new 
algorithm. 
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A NOVEL TECHNIQUE TO THE SOLUTION OF 
TRANSIENT ELECTROMAGNETIC SCATTERING FROM THIN WIRES 

Sadasiva M. Rao,Research and Training Unit for 

B-11-4 

Navigational Electronics,Osmania University,Hyderabad,India. 

Tapan K. Sarkar,Department of Electrical Engineering, 
Rochester Institute of Technology,Rochester,NY 14623 

Previous approaches to the problem of transient 
scattering by conducting bodies have utilized the well-known marching-on-in-time solution procedures. However ,these procedures are very dependent on discretization techniques and in most cases lead to instabilities as time progresses.Moreover,the accuracy of the solution procedure cannot be verified easily and usually there is no error estimation.Recently an alternate approach to the solution of transient scattering by thin wires was presented (Rao et al.,Journal of Radio Science,Sept. 1984) based on Conjugate gradient method. In this procedure space and time are discretized independently into subintervals and the error is minimized iteratively. Unfortunately,this procedure is very slow and is not easily extendable to other geometries. Moreover, with this procedure most of the advantages of marching-on-in-time procedure are lost. In this paper,again Conjugate gradient method is applied to solve the above problem,this time reducing the error to a desired value at each time step. Since error is reduced at each time step,marching-on-in-time can still be done without error accumulation as the time progresses. Computationally,this procedure is as fast as coventional marching-on-in-time procedure. Thus,this new method retains all the advantages of marching- on-in-time procedure and yet does not introduce instabilities in the late time. It is also possible to apply this procedure to other geometries. Details of the solution procedure along with numerical results will be presented. 
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THE COfiTRACTIOn C02R.2CTOR SPi::CTi'<AL ITERATION 1.li-';THOD 

J.C.Brand 
~otorola Incorporated 
3201 ~ WcDowell Road 
Scottsdale, AZ. 85252 

C.C.Christodoulou 
University of Central Florida 

F.O.Box 25000 
Orlando, FL. 32816 

J.?Kauffman 
~rorth Carolina State University 

F.O.l3ox 5275 
Raleigh,NC. 27650 

Strip ~ratings have been widely used in the 
construction of polarizers,filters,and artificial 
dielectrics.Similarly,wire meshes have been used 
extensively for their good electromaGDetic shielding 
properties. In the past, the i.loment method, the Averaged 
Boundary Condition method,and the Spectral Iteration 
approach have been employed to taclde the problem of 
electromagnetic wave scatterinG from such periodic 
structures.The Spectral Iteration approach (3.I.T) 
which is the fastest numerical method of the three, 
fails to conver[~e for spacings of two l'Iavelerlgths or 
less between adjacent strips .;'l.ecently, a new algorithm 
called the "Contraction Corrector Spectral Iteration 
:.iethod" was developed to alleviate the S. I. 'f approach 
from its convergence problems for all spacings.In this 
method the contraction mapping theory is applied to the 
basic iterative scheme of the S.I.T to insure converge­
nce in a very rapid manner. The problem is formulated 
for one and two dimensional problems,(i.e infinite 
Gratin:~;s and meshes, respectively) . The method can handle 
the problem of scattering from both perfectly conducting 
strips mld strips VIi th finite conducti vi ty. The regions 
of applicability of the new algorithm and its limita­
tions m.oe presented and discussed. Furthermore, resul ts 
a.Dd comparisons of this algorithm with other methods 
are included. 
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ON MAKING ITERATiVE ALGORITHMS FOR PLANAR 
STRUCTURES MORE EFFICIENT 

Raphael Kastner 
RAFAEL, P.O.Box 2250/87 

Haifa 31021, Israel 

B-11-6 

A major problem in many numerical methods is computer storage 
requirements which may severely limit the size of analyzable 
scatterers. Iterative algorithms, such as the conjngate 
Grandient (CG) algorithm, are no exception. This work is 
aimed at trying to reduce storage requirements as much as 
possible, sometimes at the expense of computation time, loss 
of generality or perhaps uncertain convergence. To this 
end, certain modifications are introduced to the CG algorithm 
as applied to planar structures via the spectral representation. 
The modifications take advantage of the fact that the source­
field relationships for planar problems are formulated by an 
invertible operator which the standard CG does not exploit. 
The modification results in the elimination of one 2-D vector, 
namely the previous correction (gradient) term normally used at 
each CG iteration step except for the first one. At each 
iteration step, a companion step with the inverse operator is 
added, making the combined algorithm a succession of "restarts". 
without going back to the very slow Gradient algorithm, The 
saving is about 30 percent. Convergence is little affected 
when certain relaxation measures are taken, and is still 
achieved when SIT, say, fails. 

In addition, it is shown that only one vector for both 
fields and currents need be stored with another minor 
modification. 

Finally, if the closed-form spectral domain 2-D Green's 
function is continually re-computed from simple 1-0 blocks 
rather than being stored, the total 2-D storage requirement is 
reduced to twice the number of samples only. Examples with 
a few thousand sampling points have been worked out using the 
method discussed above. 
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AN ITERATIVE METHOD FOR SCATTERING FROM 
2-DIMENSIONAL CONDUCTING BODIES 

M. Kaye, Electromagnetics Department 
Haifa, Israel 

P. K. Murthy and G. A. Thiele 
Graduate Engineering and Research 

University of Dayton 45469 

An iterative method is developed for computing the current 
induced by TE plane wave excitation on conducting bodies of 
arbitrary shape. The scattering body is divided into 1 it and 
shadow regi ons sepa rated by the geomet ri copt i cs bounda ry. 
Further, the induced current at any point on the surface of the 
scatterer is expressed as the sum of an approximate optics current 
and a correction current. These currents are then determined by 
requiring that the induced current satisfies the magnetic field 
integral equation {MFIE}. This requirement leads to a sequence of 
integral equations for optics and correction currents in the lit 
and shadow regions. The form of all of these equations is the 
same and all are Fredholm's integral equations of the second 
kind. Each of these equations may be solved by iteration. Thus, 
this technique consists in repeating the same procedure over and 
over again and, as such, is especially suitable for implementation 
on a digital computer. 

The general theory presented here is applied to scattering 
from a two-dimensional cylinder of square and circular cross 
sections. These results are compared with those of method of 
moments and excellent agreement is obtained. An especially 
i nteresti ng feature of thi s method is that uni que and accurate 
results are obtained even for resonant-size scatterers. 
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FINITE ELEMENT ANALYSIS 
OF ELECTROMAGNETIC 

APERTURE COUPLING PROBLEMS* 

s. L. Ray and N. K. Madsen 

Lawrence Livermore National Laboratory 
P.O. Box 5504, L-156, Livermore, CA 94550 

J. C. Nash 

Versatec 
2710 Walsh, Santa Clara, CA 95051 

B-11-8 

A general purpose finite-element computer code for solving non-linear, second­
order systems of PDE's is currently under development. This code, FENL, uses a 
Galerkin procedure to reduce a set of PDE's in two spatial dimensions and one time 
dimension to a larger system of ODE's in the time variable. The solution is then 
obtained by integrating the system of ODE's with a standard ODE solver. 

FENL is capable of handling a wide class of PDE's with fairly arbitrary bound­
ary conditions. In contrast with earlier 2-D finite-element PDE solvers, this code is 
not restricted to a rectangular region or grid but rather permits any logically-regular 
mesh. 

This code has been used to obtain solutions for electromagnetic aperture cou­
pling problems. As the finite-element technique is applied to the differential equa­
tions, time-domain solutions for the interior fields are determined directly. A simple 
model of air chemistry has been included to study the effects of an electron distri­
bution on the coupling phenomena. 
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SCATTERING FROM A MUL Tll..A YERED PERIODIC ARRAY OF RESISTIVE STRIPS 

R. C. Hall and R. Mittra 
Electromagnetic Communication Laboratory 

University of lliinois 
Urbana, Illinois 61801 

Periodic arrays of conducting patches have many applications in 
radomes, frequency selective filters and artificial dielectrics. In this paper the 
formulation of the array problem is extended to the finitely conducting case 
where the boundary condition on the patches is the resistive condition, or 
more precisely the jump condition. Calculated results are presented for single 
as well as multilayered resistive strip gratings. 

The Spectral-Galerkin procedure, which is a particularly efficient pro­
cedure for studying periodic structures, has been used. The formulation is car­
ried out in the spectral domain where the convolution form of the integral 
equation reduces to a product form. The unknown induced current is 
expanded in a set of entire domain basis functions and a matrix equation is 
derived for the expansion coefficients. Computation time is minimal since the 
matrix size is typically small and, in addition, no numerical integration or 
special functions are required in the computation of the matrix elements. 

The Spectral-Galerkin method is extended here to include the analysis of 
imperfectly conducting thin strips that satisfy the resistive boundary condi­
tion. A surface resistance is defined that is constant over a wide frequency 
range for strips that are thin compared to the attenuation length. The 
current supported by such a strip is proportional to the tangential E and 
accounts for a jump in the tangential H across the strip. 

Results are presented for a periodic array of resistive strips. The 
incident field is a plane wave polarized with the E-field parallel to the strips. 
The reflection and transmission coefficients have been investigated for resis­
tances in the range of R=O fi/square (perfectly conducting case) to R=750 
fi/square. 

The Spectral-Galerkin technique applied to a single layer yields its gen­
eralized scattering matrix which, in turn, can be cascaded to derive the 
scattering properties of multilayered structures. Using this approach, the 
transmission loss and reflected power have been calculated for multilayered 
resistive strip gratings and are presented in the paper. As expected, the results 
show that increasing the resistivity of the strips reduced the reflection 
coefficient and lowered the resonance Q relative to the perfectly conducting 
case. For other periodic structures we would expect a similar reduced res0-

nance effect if imperfectly conducting materials are used. 
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SCATTERING FROM CYLINDRICAL PERIODIC SURFACES 

Tom Cwik and Raj Mittra 
Ekctronuzgn.etic Communiartion Laboratory 

University of Illinois 
Urbaruz. Illinois 6/80/ 

B-II-IO 

The scattering of fields from planar periodic surfaces has been exten­
sively studied during the past fifteen years. Many techniques have been 
developed which predict, to various degrees of accuracy, the frequency 
response of planar periodic surfaces comprising patches and apertures of arbi­
trary shape. In many applications, the frequency selective surfaces are not 
planar. Immediate examples are hyperbolic subreflectors, spherical or conical 
antenna radomes, and cylindrical shielding structures. Because these surfaces 
are non-planar, their analysis is, in general. exceedingly difficult and. to the 
best of the knowledge of the authors, no systematic studies of such surfaces 
have been reported in the literature. 

In this paper we investigate a specific type of non-planar frequency 
selective surface, viz., the circular cylindrical FSS (see Fig. 1). We show that 
this problem is tractable via a generalization of the approaches commonly 
employed for planar surfaces. In the cylindrical case, periodicity exists both 
in z (Tz) and ¢ (T</», where T</> = 27TIN, N being the number of cells around the 
cylinder. Fields for P~Po and pllf,Po are represented by Floquet harmonics sub­
ject to a given incident field. An equation is formulated for the unknown 
induced current, on a patch contained within a periodic cell. From a solution 
of the induced current scattering characteristics of the surface are found in 
terms of the reflected and transmitted fields along with their respective 
coefficients. 

y 

-=="'---t---S- X 

Figure 1. Geometry of cylindrical periodic surface. 
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GRADIENT-INDEX FIBER CONFIGURATION 
FOR A MONOPULSE LIDAR FEED 

Said M. S. Saad 
Military Technical College, Cairo, Egypt and 

George Washington University, Washington, D.C. 20052 

Walter K. Kahn 
Department of Electrical Engineering & Computer Science 

George Washington University, Washington, D.C. 20052 

A feed comprising two coupled square-law gradient-index 
(slab) fibers is proposed for a monpulse optical radar, LIDAR 
application. For the appropriately dimensioned coupling region 
the magnitude of the coupled field is proportional to the 
angular target deviation while the transverse form of the 
coupled wave is characteristic of the sense of the angle 
deviation. Computed results for the 2-dimensional (cylindrical) 
case are presented. 

The axis of one (slab) gradient- index fiber is conincident 
with the axis of a cylindrical lens antenna. The input plane of 
the fiber is located in the focal plane of the lens. Although 
more general situations could be handled, we will assume 
apodization (antenna taper), aperture, focal length and fiber 
parameters chosen so that the focal field approximates the form 
of the fundamental gaussian beam-mode (displaced fundamental 
mode) of the fiber. 

Using an approximate technique to compute coupling 
coefficients (M.D.Feit and J. A. Fleck, Jr., J. Opt. Soc.Am. 71, 
1361-1372 (1981) in conjunction with the Hamiltonian formalism 
of W. K. Kahn and S. Yang, Optics Letters 8, 238-240(1983» we 
design a coupler with overall length equal to the "beam 
oscillation suppression length" defined by Kahn and Yang. At 
this length we find the coupled amplitude (;square root of 
coupled power) in fiber U2 varies linearly with input beam 
displacement which is, in turn, proportional to the angular 
target deviation from the antenna axis. The computed field in 
fiber U2 closely satisfies the relation 

where the subscript L (R) denotes that the initial beam in fiber 
U1 is deviated to the left (right) and ~2 is the normalized 
transverse coordinate in fiber #2. 
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RADIATION PROPERTIES OF A TAPERED DIELECTRIC SLAB WAVEGUIDE 

Nikolaos t. Uzunoglu 
Department of Electrical Engineering 

National Technical University of Athens 
Athens 106B2,Greece 

Tapered dielectric rod structures have been used in the past to 
develop microwave antennas. In these antennas the energy is feed 
through a hollow tube metallic waveguide or sometimes through a 
coaxial to waveguide adaptor. In millimeter wave applications there 
is an increasing interest in using dielectric waveguides because 
of the achievable lower attenuation figures and lighter weights in 
comparison with metallic waveguides. 

In this paper the radiation from a tapered dielectric slab 
waveguide is conSidered for transverse electric(TE) waves. The 
geometry of the problem ie shown in figure 1. Assume an incident 
guided surface wave from ~-oo towards z·o propagating in the diele­
ctric slab waveguide. At z=O the slab waveguide starts to taper and 
diminishes at z=c. In order to analyze the diffraction of the incident 
wave the tapered region is subdivided into N sections. A constant 
thickness is attributed tO,each section. Then it is possible to 
describe the field in each section in terms of the well known mixed 
spectrum eigenwaves of the slab waveguides. According to this in the 
j'th section the electric field can be written as, 

E(j)=S (A(u,j)exp(-jkuJz)~B(u,j)exp(jku,Jz»UUj(x) (1) 
ii 

where S is the generalized summation for the mixed spectrum,U (x) 
are thg corresponding eigenwaVes,kuj are the propagation cons¥~ts 
and A(u,j),B(u,j) are the unknown 'amplitudes of the forward and 
backward propagating waves respectively. In the j=O(semi-infinite 
dielectric slab waveguide)and j=N+l(free space)regions eq.(l) is 
modified appropriately. In order to determine the A(u,j),B(u,j) 
amplitudes the terminal conditions on the z=O and z=c planee plus 
the appropriate boundary conditions at the interface planes at z=zl> 
z.z2' •••• 'z=zN(see fig.l)are employed. Then the field at j=l section 
is aetermined in terms of the amplitudes A(u,N+l)(B(u,N+l)=O). Finally 
the boundary conditions at z=O are satisfied leading into determina­
tion of the A(u,N+l) and B(u,O) values which are needed in computing 
the radiation pattern and input impedance of a given tapered dielectric 
slab antenna. 

x 
taper region 

J=O 

Figure 1. Tapered dielectric slab antenna. 
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A GROUNDED DIELECTRIC SLAB WAVEGUIDE WITH A 
SMOOTHLY VARYING THICKNESS 

S.R. Seshadri 
Department of Electrical and Computer Engineering 

University of Wisconsin-Madison 
Madison, WI 53706 USA 

Paper Withdrawn/ 
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THE POSSIBLE EXCITATION OF NOVEL LEAKY WAVES 

T. Tamir and F.Y. Kou 
Department of Electrical Engineering and Computer Science 
Polytechnic Institute of New York, Brooklyn, N.Y. 11201 

Recent work on optical waveguides has revealed the 
presence of novel types of leaky waves along thin-film 
layers bounded by two open (substrate and cover) re­
gions. The new field varieties include waves that 
radiate selectively into only one of the two open re­
gions (C.W. Hsue and T. Tamir, J. opt. Soc. Amer. A, 1, 
923-931, 1984) and waves having backward propagation 
characteristics (G.I. Stegeman et al., opt. Lett. 8, 
383-385, 1983). However, although a few such novel 
leaky waves have been identified analytically, the 
actual excitation of these waves by realistic sources 
has not yet been reported. 

We therefore examine the general problem of excit­
ing a clearly identifiable leaky wave along a dielec­
tric layer bounded by two open regions having different 
permittivities. For this purpose, we assume the pres­
ence of a localized source and describe its field in 
terms of an integral in a complex wavenumber plane 
consisting of four Riemann sheets. By using suitable 
contour deformations, it is possible to express the 
total field in terms of two continuous wave spectra 
(given by branch-cut integrals) and a discrete set of 
leaky waves (given by pole residues). The presence of 
an experimentally identifiable leaky wave depends on 
its field being measured as a distinct, and preferably 
dominant, constituent of the total field. We therefore 
choose a field representation that clearly separates 
leaky waves from the continuous wave spectra. With this 
choice, the excitable leaky waves are those represented 
by residues due to poles that appear in certain selected 
portions of the complex Riemann plane. All the other 
leaky-wave poles yield no residues and therefore they do 
not represent fields that can be physically identified. 
We then find that, out of all possible leaky-wave varie­
ties, only a few of them can be excited. However, as 
some of these excitable fields are of novel types, the 
results suggest the possibility of field configurations 
that had not been previously recognized. 
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EFFICIENT METHODS TO ANALYZE DIELECTRIC 

WAVEGUIDE STRUCTURES 

• c. Yeh 
Electrical Engineering Department 

UCLA 
Los Angeles, CA 90024 

A. Johnston 

Jet Propulsion Labo'ratory 
California Institute of Technology 

Pasadena, CA 91103 

It has become increasingly apparent that dielectric-based waveguiding 

structures are the appropriate waveguides for high-frequency waves in 

the rom/sub rom or optical wavelength range. Also known is the fact 

that these waveguides may take on rather unconventional forms (i.e., 

other than circular cylindrical or rectangular cylindrical shapes). 

The purpose of this presentation is to summarize the efficient methods 

that we have developed in the treatment of the general shaped, inhomo-

geneous dielectric waveguides. Specifically, the finite element approach 

and the beam propagation (Scaler Wave-Fast Fourier Transform (SW-FFT)) 

approach will be discussed. Successful numerical examples will also be 

shown. 

176 



PROPAGATION CHARACTERISTICS OF 
WEAKLY GUIDING OPTICAL WAVEGUIDES 

F. Manshadi, Jet Propulsion Laboratory, Pasadena, CA. C. W. Yeh, University of California, Los Angeles, CA. 
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This paper presents a powerful technique to treat the problem of wave propagation along a weakly guiding optical waveguide. The shape as well as the three dimensional index variation of the guide may be quite arbitrary as long as its weakly guiding character is preserved. The technique is based on the solution of the scalar wave equation by the forward-marching Fast Fourier Transform method (SW-FFT), which yields the spatial configuration of the field and its power intensity along the guiding structure. ft, subsequent spectrum analysis performed on the power intensity data provides the modal characteristics of the field such as the propagation constant and the relative amplitude of each mode (M. D. Feit, J. A. Fleck, Jr., Appl. Optics, 19, 1154-1164, 1980). This technique is first applied to several simple optical waveguides such as, step-index circular fiber, graded-index circular fiber, elliptical, triangular, and rectangular dielectric waveguides. The computed dispersion characteristics of these optical guiding structures are then compared with solutions obtained by using other known techniques and an excellent agreement is established. Finally, results are presented for more complex optical waveguides such as circular fiber with arbitrary index variation (other than radial) and dielectric waveguides with longitudinal index varia­tion. The principal purpose of this paper is to show that the SW-FFT technique can be used to solve problems which cannot be handled easily by other approximate or exact techniques and that the field solution of a scalar wave equation for an arbitrarily shaped, inhomogenous dielectric waveguide is easily obtainable. 
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INTEGRAL EQUATION ANALYSIS OF PROPAGATION IN 
MICROSTRIP TRANSMISSION LINES: J. S. Bagby, 
Department or Electrical Engineering, 
University or Texas at Arl ington, Arlington, 
TX 76019 

An exact integral equation is advanced ror the 
analysis or a broad class or microstrip transmission 
systems. The uti I ity or this rormulation is demon­
strated by using it to rind the complex propagation 
constant or a rectangular strip transmission line. 

The axially transrormed surrace current, k(p), 
associated with a natural mode on an axially unirorm 
microstrip transmission line satisries the homogen­
eous i nt.egra I equat ion 

o 

+-+ ...... 
where ge(P: r:!;1;) is the electric Green's dyad ror the 
system. Here 1; is the complex propagation constant 
associat.ed with the mode, t is a unit vector tangen­
tial to the transmission I ine conductor, and Q, is a 
closed path around the conductor cross section. 

One approx i mate method or rind i ng 1; rrom th i s 
equation is to assume a static potential distribution 
on the transmission line. Appl ication or the equa­
tion or continuity yields an axially directed current 
density to be used in the integral. Iteration on 
results in the required root. A more accurate deter­
mination or 1; is made be implementation or the method 
or moments to the integral. In this case a more 
general transversely directed current can be accom­
modated, yielding improved accuracy ror the resultant 
complex propagation constant. 

Numerical results or these methods or solution 
are presented and compared to measurement and other 
publ ished results. Further appl ications or the 
integral equation are discussed. 
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ANALYSIS OF COPLANAR WAVEGUIDE WITH FINITE 
CONDUCTOR THICKNESS AND A SUBSTRATE WITH A LOSSY LAYER 

C. Tzuang and T. Itoh 
Dept. of Electrical and Computer Engineering 

The University of Texas 
Austin. Texas 78712 

B-12-8 

A mode-matching method is employed for the analysis of a multi­
layer coplanar waveguide integrated circuit including a lossy 
semiconductor layer and finite thickness of the conductor strips. To 
incorporate the finite conductor thickness under consideration is 
important since the aspect ratio of the conductor thickness to the gap 
between central signal conductor and ground conductors is appreciable 
in practical integrated circuit design in contrast to other 
applications. 

The cop lanar wa veguide structure under ana 1 ysis is subdivided 
into severa 1 regions. In genera 1. these regions fa 11 into two 
categories: regular layer structure and slot. In terms of hybrid TE 
and TM mode formulations after matching all the boundary conditions at 
each region. four coefficients in slot regions and two coefficients at 
either upper or lower layers are obtained. The final deterministic 
equation for finding the propagation constant arises from matching the 
tangential electric and magnetic fields of the slot to those in both 
upper and lower layers. To match the tangential magnetic fields. the 
application of the orthogonality property takes place in the slot 
region. To match the tangential electric field. the orthogonality 
property is applied in either upper or lower region instead. This 
automatically matches the required boundary conditions on the 
conducting strips in both upper and lower layer regions. After the 
elimination of various types of the coefficients. a(2N-I) by (2N-I) 
homogeneous matrix equation ZQ is obtained. where N is the number of 
modes in the slot regions. Onl y two of the four types of the 
coefficients in the slot region remain after elimination process. The 
complex propagation constant is the root of det(ZQ) = 0 to yield non­
trivial solutions for the remaining two types of the coefficients. 

As soon as the propagation constant is found. all the 
coefficients of both TE and TM expansions in each region can be 
computed efficiently through matrix multiplications and the 
characteristics of the coplanar waveguide can be studied effectively. 

Accuracy of the method has been confirmed by comparison of the 
results for a limiting case of infinitely thin conductors and lossless 
substrate with those in literature. 
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REGIMES OF PURELY GUIDED AND LEAKY SURFACE-WAVE 
MODES ON INTEGRATED DIELECTRIC WAVEGUIDES 

D.P. Nyquist, M.J. Cloud, and D.H. Kamm 
Department of Electrical Engineering and Systems Science 

S.C. Drachman, Department of Mathematics 
Michigan State University, East Lansing, Michigan 48824 

Typical integrated (e.g., strip, channel, rib) dielectric 
waveguides for millimeter and optical wavelengths consist of gui­
ding regions deposited adjacent to or within a planar thin-film 
layer which is itself depOSited upon a substrate and covered by a 
dielectric overlay. Surface-wave modes of the guiding region are 
strongly influenced by the substrate/film/cover background envior­
nment. When the latter tri-Iayered background supports TE and/or 
TM surface waves, i.e., when the film is itself a guiding region, 
new physical phenomena become evident in surface waves of the 
integrated guiding region. Conventional approximate analyses are 
inadequate to expose those new phenomena. Oliner et.al. have 
identified new leakage and resonance effects through elaborate 
mode-matching solutions for step-index guiding regions with recti­
linear boundaries. The regimes of purely-guided and leaky surface 
waves are identified here for graded-index guiding regions of any 
cross-section shape through an integral-operator description of 
those modes. 

The axial Fourier transform E\"(p,d = ~ (E(P,Z)} of the gUi­
ded-wave-mode electric field satisfies the ~-d electric-field 
integral equation (EFIE) 

o 

+ 
for all peCS, with p = 2-d transverse position vector, ~ = axial 
transform variable, 6n2 = contrast of guiding region against re­
fractive index n of cover in which it is ~mmersed. v~ Vt + Zj~, 
CS = guiding-reglon cross section where 6n F 0, and g = Hertzian 
potential Green's dyad descriptive of the layered envi6rnment. 
Integrands if Sommerfeld-integral representations for various com­
ponents of g possess simple-pole singularities at TE and/or TM 
surface-wave~eigenvalues AS of++the planar, tri-Iayered background. 
Complex-plane analysis allows g to be expressed as a residue 
series contributed by those pol~s augmented by branch-cut integ­
rals arising from branch points of g . 

~ 

Surface waves of the guiding region correspond to those ~­
plane poles ~ leading to non-trivial solutions to the EFIE. The 
regime of purRly-guided surface modes is found to be specified by 
~ >AS ' which leads to transversely-evanescent residue waves. When 
~P<AB' the residue waves become transversely propagating with re­
sRltlng leakage from the surface wave of the guiding region. To 
illustrate these criteria, numerical solutions to the EFIE are 
obtained for practical guide configurations. 
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WAVE PROPAGATION IN TWO-DIMENSIONALLY PERIODIC STRUCTURES 

S. T. Peng 
Electromagnetics Laboratory 

New York Institute of Technology 
Old Westbury, NY 11542 

and 

T. L. Dong 
Microwave Research Institute 

Polytechnic Institute of New York 
Brooklyn, NY 11201 

We present here a rigorous analysis of wave propagation in 
a two-dimensionally (2D) periodic medium of infinite extent, 
under the most general condition. In the special case of normal 
progagation, the TE and TM modes had been treated separately as 
a scalar eigenvalue problem, as perviously reported [So T. Peng, 
al. et., 1984 URSI Meeting, Boston, MAl. For the general case 
of oblique propagation, the Floquet solution of the 2D periodic 
medium are represented exactly by a double Fourier series and 
the harmonic amplitudes of the Floquet solution are determined 
by a five-term recurrence relation in the vector form, properly 
taking into account the hybrid-mode nature of the propagation 
problem. More speciafically, the hybrid modes are analyzed in 
terms of the coupling between the pure TE and TM modes, from 
which interesting physical phenomena, such as: polarization 
conversions and the resulting extra stopbands are carefully 
examined. The characteristic solutions are then applied to the 
boundary-value problem of multi-layer dielectric waveguides 
containing a finite layer of 2D periodic medium. Extensive 
numerical results have been carried out; the dispersion 
characterestics of 2D periodic structures and their physical 
significance will be discussed in the presentation. 
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ANALYTICAL MODEL AND SCANNING CHARACTERISTICS 
OF A MEANDERLINE POLARIZER 

Ruey-Shi Chu and Kuan-Min Lee 
Hughes Aircraft Company, Ground Systems Group, Fullerton, CA 92634 

Meanderline polarizer is a well-known device to transform a 
linearly polarized wave into a circularly polarized wave. The 
design of a polarizer depends mainly on characterizing the 
admittance variation with respect to frequency, incident angle, 
and constitutive dimensions for electric fields perpendicular and 
parallel to the meanderline axis. In this paper we first will 
present the analytic-empirical formulas for the admittances of 
the meanderline panel for the perpendicular and parallel polari­
zations. Next, we have set up a transmission-line and T-matrix 
network model for N-layer meanderline polarizer, from which the 
reflection and transmission coefficients for a plane wave obliquely 
incident on the meanderline polarizer are obtained. Since for 
E-type modes all the H-component of the field is along the meander­
line axis this mode will see the meanderline panel as capacitive 
circuit, and for H-type modes all the E-component of the field is 
along the meander line axis this mode will see the meanderline panel 
as inductive circuit, therefore, we have decomposed the incident 
plane wave into these two orthogonal mode components. We obtain 
the transmitted field components for these two mode and recon­
structed then into an elliptically polarized wave after transmission 
through the polarizer. The axial ratio for the transmitted wave as 
functions of frequency, incident angle and incident polarization 
angle with respect to the meanderline axis, can be obtained. Experi­
mental and analytical results for some meanderline polarizer designs 
will be presented in this paper. 
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A COMPUTER - AIDED APPROACH TO REALIZE r·lICROSTRIP CIRCUITS 
AND PATCH ANTENNA SYSTEMS 

Jean-Fran\;ois ZUrcher and Juan R. Mosig 
Laboratoire d'E1ectromagnetisme et d'Acoustique 

Ecole Poly technique Federa1e de Lausanne 
Ch. de Be11erive 16, CH-1007 Lausanne, Switzerland 

Drawing the layout and cutting the mask for a microstrip 
array of patch antennas and their connecting circuitry 
are some of the most del icate and time-consuming opera­
tions encountered in the design of such assemblies. While 
automatic design systems have been available for some 
time, these rely on rather expensive drawing machines, 
such as coordinatographs and photop10tters. 

A new technique was developed, util izing basic computing 
equipment, which is available in many microwave laborato­
ries at the present time. The basic idea is to use a 
standard X - Y recorder (plotter) connected to a desktop 
computer to actually draw, and then cut the mask directly 
on the plotter itself. For this purpose, a specially 
designed microknife was developed, which cuts through the 
thin soft layer of the Ruby1ith sheet, but not the under­
lying mylar. The program was originally designed for the 
realization of microstrip circuits (J.F. ZUrcher, Mikro­
wellen Magazin, 4/81), to draw couplers, filters with 
connecti ng transmi ss i on 1 i nes and bends. With the addi­
tion of "user-defined elements", its use is now ~xtended 
to the layout of patch antenna systems. Square, rectan­
gular and circular patches can be drawn, as well as com­
binations of these shapes. 

The program MICROS runs on Hewlett-Packard desktop compu­
ters. It operates in an interactive and self-documented 
manner, providing maximum facilities for the operator. 
Circuit elements are calculated, based on substrate di­
mensions and permittivity, and operating frequency. Patch 
dimensions, on the other hand, must be specified. Connec­
tions with transmission 1 ine segments and mitered bends 
are carried out in a semi-automatic manner, where smooth 
transitions are ensured. The accuracies obtained on the 
final masks are of the same order as those provided by 
much more sophisticated equipment. 
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THEORETICAL INVESTIGATION OF MICROSTRIP 
PLANAR SHORT - CIRCUITED ANTENNAS 

Juan R. Mosig and Fred E. Gardio1 
Laboratoire d'E1ectromagnetisme et d'Acoustique 

Ecole Poly technique Federa1e de Lausanne 
Ch. de Be11erive 16, CH-1007 Lausanne, Switzerland 

Microstrip antennas with short-circuiting pins, which con­
nect the upper conductor to the ground plane, have been 
used in an experimental way to improve radiation patterns 
(E-p1ane beamwidth), to modify the polarization state or, 
also, to achieve dual frequency operation (James, Hall and 
Wood: Mi cros tri p Antennas, Theory and Des i gn, lEE Press, 
London, 1981). 

From a theoretical point of view, the analysis of antennas 
of this type is uneasy, so that only approximate qual ita­
tive models have been available so far. This paper analy­
zes the microstrip patch by using an integral equation 
method wi th a ri gorous treatment of the Green's functi on 
(Mosig and Gardio1, Proc. lEE, Part H, March 1983). The 
patch is divided into N cells, and a two-dimensional me­
thod of moments is used. The antenna becomes an N-port 
network, with phys i ca 1 connecti ons to the centers of the 
ce 11 s. The element Z i' of the impedance rna tri x of the 
network is obtained as the ratio of the calculated voltage 
in the open-circuited i-th port to a unit source current 
entering the j-th port. In 'particu1ar, Zii provides the 
impedance of the antenna fed by a coax i a 1 probe in the 
i-th port. If a shorting pin is placed on the j-th port 
the input impedance just becomes zin=Zii - Z1j/(Zjj+zpin) ' 
where the self-impedance zpin of the pin has a small in­
ductive component determined through field analysis. 

The technique presented provides the characteri stics of 
short-circuited antennas as a by-product of the rigorous 
analysis of the standard open-circuited patch. The treat­
ment may easily be extended to more than one pin. Theore­
tical resu1 ts and measured values will be presented for 
several configurations. 

shorting pin at j 

coaxial feed at 

dielectric 
substrate 

ground plane 
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RADIATION FROM IMPERFECTLY CONDUCTING 
PRINTED CIRCUIT ANTENNAS 

D. M. Schultz and P. L. E. Uslenghi Department of Electrical Engineering and Computer Science 
University of Illinois at Chicago 

B-l~4 

A printed-circuit antenna located at the interface between air and a dielectric substrate of constant thickness covering a plane metallic ground is considered. The antenna is assumed to be imperfectly conducting; this is important in a variety of appli­cations, including the use of semiconductor materials. 
A modified form of Pocklington's integral equation for the surface current is derived, that reduces to a previously known equation for the particular case of a perfectly conducting antenna (see e.g., Alexopoulos and Jackson, IEEE Trans. AP-32, p. 807, August 1984). This integral equation is solved using the method of moments. First, the one-dimensional case of a horizontal dipole antenna is considered; then, the two-dimensional case of patch antennas is studied. Numerical results are given for different dipole lengths, and for various shapes and dimensions of the patch. Finally, several antenna parameters are determined and discussed. 
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A LOG-PERIODIC SLOT ANTENNA 

Y. L. Chow and S. K. Chaudhuri 
University of Waterloo 

Waterloo, Ontario N2L 3Gl 

A direct conversion of a log-periodic dipole antenna to its 
slot equivalent has two difficulties: (i) the high radiation 
impedance (490n) of a slot antenna makes the construction of the 
feeding transmission line difficult, (ii) a difficulty is in 
achieving slot element phase reversals, especially if the feeding 
transmiss·ion line is a co-planar line such that it can be printed 
on the same supporting dielectric sheet of the log-periodic slot 
antenna (LPSA). 

These problems are overcome by an LPSA shown in the figure: 
(i) By feeding a slot element away from the center, the radiation 
impedance is lowered, i.e. to 24Sn for a resonant element in the 
figure. A feeding co-planar line of this range of impedance is 
easy to construct. (ii) By moving the feed points alternatively 
to the left and right of the slot center, the phase reversals are 
achieved. 

The figure gives an experimental LPSA for 1 to 3 GHz. The 
experimental results show that an excellent difference endfire 
pattern is achieved when a finite ground plane for the LPSA is used. 

Fig. 1. The log-periodic slot antenna 

* This work was supported by a contract from the Defence Research 
Establishment Ottawa, through contract No. DSS 03SU.97714-2-l260. 
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RADIATION CHARACTERISTICS OF RESONANT 
AND TRAVELLING UNDULATED PRINTED LINE ANTENNAS 

L. Shafai and I.A. Haroun 
Department of Electrical Engineering 

University of Manitoba 
Winnipeg, Manitoba 

Canada R3T 2N2 

B-13-6 

A procedure for the design of low sidelobe undulated printed 
line antennas was described previously (L. Shafai and A.A. Sebak, 
1984 IEEE Symposium, pp. 55-57). The method was used to design 
travelling line antennas for a specified side lobe level, where the 
line geometry was determined progressively using the radiation 
conductance of the line and a selected Taylor distribution. Side­
lobe levels, in order of -40dB, were achieved. Because of the 
travelling nature of the designed geometries, the beamwidth and 
sidelobe levels were retained over a wide frequency band, but the 
beam direction tilted with frequency. 

Further work on these antennas is conducted to design reson­
ant type configurations. Here the direction of the beam is sta­
tionary, but the beamwidth and sidelobe levels deteriorate with 
frequency. This paper will discuss the design implications and 
compare the radiation characteristics of resonant printed line 
configurations with the travelling types. A method for improving 
the cross-polarization will also be discussed. 
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THEORY AND EXPERIMENT FOR COUPLED 
CAVITY-BACKED SLOT ANTENNAS 

D. R. Tanner and P. E. Mayes 
Electromagnetics Laboratory 

Department of Electrical and Computer Engineering 
University of Illinois 
Urbana, Illinois 61801 

The cavity-backed slot (CBS) antenna has been used in the 
past several decades; however, its utility as a low profile 
microstrip antenna has not been fully exploited. The aspect ratio 
(L/W) of the CBS antenna makes it an attractive alternative to the 
micros trip patch for linear periodic or log-periodic array 
applications. With these applications in mind, it was found 
necessary to "develop an analysis for self, mutual and driving 
point impedances of thin CBS elements. Previous analysis has been 
limited to self impedance of elements of moderate electrical 
thickness (K. Itoh and H. Hara, Electronics and Comm. in Japan, 
Vol. 62-B, No.4, 1979). This paper describes a moment method 
analysis for computing the self and mutual impedances of one or 
more CBS elements. Also, the calculation of driving-point 
impedance or active reflection coefficient of a CBS element in an 
infinite-linear-phased array is described. 

Using Huygen's theorem, the original problem is converted to 
an equivalent problem in terms of unknown magnetic currents for 
each slot due to impressed electric currents representing coaxial 
feed probes in each cavity. Within an electrically-thin cavity 
these currents can be assumed z-independent with little change in 
the fields. The source-field relations of these currents are 
formulated by a mode-matching procedure. A Galerkin moment method 
employing "rooftop" expansion and test functions is used to 
discretize the problem. The discretized source-field equations 
for each cavity become a set of generalized-network H-parameter 
relations. 

In a similar manner the "rooftop" functions are used to 
expand the magnetic currents in the exterior region. The 
resulting description of this region is reduced to a set of 
generalized-network Y-parameters. For the case of one or two CBS 
elements the Y-parameters are found using an exact formulation in 
the space domain that utilizes an efficient numerical integration 
technique. The Y-parameters for an infinite array are computed in 
the spectral domain by mode matching a field expansion in terms of 
Floquet-space harmonics. 

After discretizing the problem, the desired impedances (self, 
mutual or driving pt.) are computed from matrix expressions 
involving the generalized-network H- and y-parameters. 
Experimental and theoretically-computed data are compared to 
verify the theory. 
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SCATTERING MATRIX CHARACTERIZATION OF A STRIP LINE Y-JUNCTION 

Robert Johnk and David C. Chang 
Electrical and Computer Engineering 

University of Colorado, Boulder, CO 80309 

In using stripline and micros trip structures for microwave circuit 
and component design, one frequently encounters the need of bending 
and branching of the structure in order to achieve a certain circuit 
configuration. For a low frequency operation, the bending and 
branching angles are somewhat immaterial since the junction effect 
is generally negligible, and impedance-matching usually can be 
accomplished using a conventional transmission line analysis. The 
same, however, is not true for a high frequency operation, for the 
junction not only is reactive because of the inductive and capaci­
tive couplings, but also is resistive because of the spurious 
radiation. A double-variational formulation is developed in this 
case in order to obtain an explicit expression for each element of 
the junction scattering matrix. For the special case involving 
branches with same characteristic impedance, one can make the usual 
thin-wire assumption, which stipulates that the source current on 
the strip can be approximately represented by a line current propa­
gating along the axis of the strip, while the observation point for 
the variational formulation is along the edge of the strip. This 
approximation leads to a substantial simplification of the result 
(Chang, 1984 National Radio Science Meeting, Boston, MA, p. 133). 
However, in the design of a stripline Y-junction, in order to mini­
mize the reflection from the junction, the characteristic impedance 
and hence the corresponding strip width for each of the branches 
is likely to be different. The same thin-wire approximation in this 
case leads to a direct violation of the reciprocity theorem and the 
scattering matrix elements no longer possesses the symmetrical prop­
erty it should have. In this work, a distributed current model over 
the surface of the strip is used, and the correction to the scatter­
ing matrix for a stripline structure is explicitly obtained. Issues 
regarding the dynamic nature of the junction impedances and the 
extension from a stripline to a micros trip of thick substrate also 
will be addressed. 
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A SINGULAR INTEGRAL EQUATION APPROACH FOR 
CALCULATING THE CHARACTERISTICS OF A SHIELDED 
DIELECTRIC IMAGE LINE 

M. D. Abouzahra* 
Lincoln Laboratory 
Massachusetts Institute of Technology 
Lexington, MA 02173 
Leonard Lewin 
Department of Computer and Electrical Engineering 
University of Colorado, Boulder, CO 80309 

The singular integral equation method is used for the exact 
quasi-static calculation of the field distribution and the 
propagation constant of a single shielded dielectric image line of 
rectangular cross-section. In order to solve this boundary value 
problem the system's transverse cross-section was divided into 
four partial regions and a complete set of field solutions was 
derived for each subregion. The boundary conditions at the 
air-dielectric interfaces were imposed and the problem was reduced 
to a system of three singular integral equations with respect to 
the transverse electric and magnetic fields. Exact solutions to 
these singular integral equations were obtained. The physical 
properties of the electromagnetic fields at the dielectric edge 
were used to derive the modal equation. The implementation of the 
quasi-static approximation introduced a mathematical limitation 
that restricted the validity of this method to the case where the 
separation between the parallel plates is twice the height of the 
rectangular dielectric guide. 

Dispersion curves of the waveguide structure are presented 
and the mode designation procedure is discussed. The results of 
this approach are compared to those of other existing approximate 
analytical methods, and numerical methods, known from the 
literature. 
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EFFECTS OF MODERN HARDWARE AND SOFTWARE ARCHITECTURE 
ON NUMERICAL ELECTROMAGNETIC ALGORITHMS 

Tapan K. Sarkar 
Department of Electrical Engineering 
Rochester Institute of Technology 
P.O. Box 9887, Rochester, N.Y. 14623 
Antonije R. Djordjevic 
Department of Electrical Engineering 
University of Belgrade 
P.O. Box 816, 11001 Belgrade, Yugoslavia 

Modern computers offer steadily increasing capabilities for 
numerical analysis of electromagnetic problems as a result of both 
large storage space and very fast processing. At the present time 
we are capable of analysing with high accuracy relatively complex 
structures, such as three-dimensional systems, consisting of con­
ductors in a piecewise-homogeneous medium. Also, the speed of the 
modern computers has enabled the computer-aided design, often 
based on.numerical optimization techniques. However, the need for 
the computer power seems to be growing faster than the computer 
resources, and new techniques have been developed, such as the 
conjugate-gradient method combined with the least-squares method 
and the fast Fourier transform, capable of handling large and com­
plex electromagnetic systems. 

Besides the power, the modern computers offer a user-freindly 
environment for program development, as well as for data handling 
and presentation. The computer graphics plays an important role 
in the communication between the human and the machine. 

A great impact on the numerical electromagnetics has been made 
by modern powerful personal computers (PPCs). At the moment these 
computers offer the power of the classical VAX computers, and this 
information may easily be obsolete in a few months from now. The 
PPCs offer a complete workstation, ideal for program development 
and testing, data handling etc. The speed and storage of such 
microcomputers are comparable to the performances seen by a user 
in a multiuser/timesharing environment on a large computer. Their 
relatively low price makes them affordable both at work and at 
home. The computational power, their good graphic and text edit­
ing capabilities make the PPCs suitable for a serious research 
work. Thus, for example, on a Digital Professional 350 PPC we 
were able to solve complex electromagnetic problems, involving as 
many as 150 linear equations. The application of the new tech­
niques based on the conjugate-gradient method offers the possi­
bility of analysing on a PPC electromagnetic systems with a few 
thousand unknowns. 

There are, however, some hardware architecture innovations 
that have not yet been implemented in everyday's numerical compu­
tations, but which may offer a tremendous improvement of the com­
puter efficiency. Most of all, the parallel processing seems 
very promising in treating large electromagnetic problems. 
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SOFTWARE AND HARDWARE ARCHITECTURE ISSUES 
IN ELECTROMAGNETIC COMPUTATIONS 

E. K. Miller, M. J. Barth, G. J. Burke, R. D. Merrill 
Lawrence Livermore National Laboratory 

Computer application of the Method of Moments (MoM) in 
electromagnetics is straightforward. Although specific details may 
vary, there are essentially three steps involved in performing any 
MoM computation. First is development of the problem description 
via provision of input data and its possible manipulation. Second 
is computation of an interaction matrix and its subsequent solution 
via iteration, factorization or inversion. Last is development and 
presentation of the desired results as output data. It is 
tantalizing to speculate on how the architecture of both the 
formulation and software, and hardware being used for MoM modeling 
might be made more effective in each of these areas. 

In this paper we discuss some aspects of this general question and 
suggest some specific possibilities for consideration. We begin by 
examining the basic information needs of computing EM fields from 
the viewpoint of field propagation and boundary-condition 
matching. Differential and integral formulations are considered in 
both the time domain and frequency domain. We continue by 
considering software-oriented approaches to increasing 
computational efficiency, such as using interpolation for field 
evaluation. Finally, some concluding comments are addressed to 
examining the feasibility of various hardware-oriented approaches 
to MoM application. These include EPROM storage of previously 
computed results for PC manipulation, a hybrid approach involving 
measured and computed models, work-station handling of input/output 
data, and array and optical processing of MoM matrices. 

Emphasis throughout our discussion is not on approaches actually 
implemented but instead on exploring the trade-offs and potential 
benefits of alternatives to present practice. 
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B-14-3 

THE APPLICATION OF ARRAY PROCESSORS TO THE ITERATIVE 
SOLUTION OF SCATTERING PROBLEMS 

M. P. Hurst 
TRW Space and Technology Group 

One Space Park 
Redondo Beach, CA 90278 

R. Mittra 
Department of Electrical and Computer Engineering 

University of Illinois 
Urbana, IL 61801 

Recently, considerable interest has been shown in iterative meth­
ods for the solution of electromagnetic scattering problems. The 
primary motivation behind these efforts is the need to circumvent 
constraints on computer core memory available to an individual 
user. Direct methods for the solution of linear systems of equa­
tions are often precluded by these constraints in problems where 
the number of unknowns becomes large, because the memory required 
typically grows as the square of the number of unknowns. With 
iterative methods this growth is usually linear, but the CPU time 
required to obtain convergence can be excessive, particularly if 
the computation is performed on a minicomputer such as a VAX. 
Computation time can be drastically reduced, however, through the 
use of an array processor (AP), which is a specialized piece of 
hardware connected as a peripheral to the host computer. These 
devices use parallel processing to reduce thetime required to do 
vector arithmetic by orders of magnitude (107 32-bit floating point 
operations/sec is typical). Software is readily available for 
standard algorithms such as the multi-dimensional FFT. 

Although the overhead associated with transferring data between 
the host computer and the array processor reduces efficiency some­
what, modifying a program to use an array processor for major 
arithmetic operations can reduce computation time by a factor of 
5 to 10 in practical problems. 

An iterative method which is particularly well suited to the use of 
an AP (based on the conjugate gradient method and using the FFT to 
perform convolutions via the transform domain) was used by the 
authors to solve for induced currents on resistively loaded flat 
plates, and round finite cylindrical shells. In the presentation 
the authors' experience in using an AP in conjuction with a VAX 
11/780 to solve such problems with as many as 4,000 unknowns will 
be discussed and the basics of programming for an AP will be out-
1 i ned. 
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A REVIEW OF TOEPLITZ MATRIX ALGORITHMS FOR SOLUTIONS 
TO ELECTROMAGNETIC PROBLEMS 

W. Ross Stone 
IRT Corporation 

1446 Vista Claridad 
La Jolla, CA 92037 

A Toeplitz matrix is a matrix in which the elements T i. = f(i-j). Such 
matricies are completely specified by a single row or Jcolumn. Most 
electromagnetic scattering, diffraction, and radiation problems can be 
readily expressed in discrete, numerical form using Toeplitz matricies, 
because the Green's function appears as a convolution kernal in the integral 
formulation of these problems. For such formulations, inversion of a 
Toeplitz matrix is required to obtain a solution. "Classical" matrix 
inversion methods would require of the order of N3 operations (multiplications 
and additions) for inversion of an N by N matrix. Levinson's algorithm, which 
permits inversion in the order of N2 operations, has been known since the late 
1940s. Recently, a whole new class of algorithms has been derived 
independently by several ~roups which permits inversion of Toeplitz matricies 
in the order of N log N operations. Furthermore, these algorithms take 
advantage of the recursive definition of the matrix and require storage of 
only order N for inversion. These features can become particularly 
significant for modern virtual-memory-based computer architectures. The 
significance of the availability of such algorithms is that the solution 
speed rivals FFT techniques, without the requirement for formulating the 
problem so that FFT techniques can be used. Storage requirements can often 
be reduced from order N2 to order N in going from FFT-based techniques 
to such a Toeplitz formulation. 

Because recent discussions have made it apparent that this new class of 
algorithms is not well known to workers in numerical electromagnetics, this 
paper presents a review of these algorigthms and their application. 
Comparisons are presented among formulations of the same problem using the 
Toeplitz approach, the spectral-iterative (or K-space) technique, and the 
spacial-frequency /time-domain (or K-T space) technique. Comparisons among 
the several Toeplitz algorithms offering similar performance is made. The 
tradeoffs and effects of virtual memory computer systems and related issues 
for the three classes of solution techniques are discussed. 
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The W-TRANSFORM IN ANTENNA SYSTEMS, PROPAGATION, 

AND DIFFRACTION 

Francis J. Zucker 
Electromagnetic Sciences Division 

RADC/EEA, HanscomAFB, MA 

Over the past several years, the "W-transform" (in honor of Weyl, Wigner, 
Walther and Wolf) has been increasingly applied in optics, in such diverse 
contexts as optical systems theory and radiative transfer. This paper explores 
applications to antenna systems and to propagation in complex media, while 
hopefully integrating the diverse aspects of the W-transform into a coherent 
whole. 

The discussion is restricted to coherent fields, since Wolf has recently 
shown that a large class of partially coherent fields can be composed of them, 
and since a straightforward transcription allows us to write all W-transform 
relations for stochastic fields when these are truly needed. 

In free space, the W-transform, defined as the Fourier transform of the 
convolution of the field around a point, describes a signal in space £ and wave­
number k s irultaneously, i.e., it is a corrpact representation of the usual Fourier 
transfo;m pair. It is related to the well known ambiguity function as a convolu­
tion is to a correlation, and our first task is to demonstrate the W-transform's 
usefulness in complementing computations based on that function. 

We next observe that a plane wave and a point source are duals of each other 
under the W-transform, which translates into a duality between the "ray spread" 
and the "wave spread" impulse response of a linear system characterized by input­
output W-transforms (Bastiaans). The ray spread function leads to a very practical 
formulation of first-order lens d~sign, a result that does not, however, imply a 
necessary tie-in between a W-transform ray and geometric optics; the latter, in 
fact, turns out to be a mere approximation based on the phase of the ray spread 
function while neglecting its amplitude. The true significance of the W-transform 
can therefore be seen to lie in its ability to restore this missing information to 
geometric optics. In so doing, it furthermore transforms the global wave into a 
local ray description of fields, thus opening the way to propagation studies in 
media of great complexity. The greatest contribution of this representation will, 
I think, come from grafting the full W-transform rays onto the geometric optics 
rays in Felsen's hybrid (ray-wave) spectral formulation encompassing all of propa­
gation, scattering, and diffraction. 

Finally, still using the W-transform, we return to the free-space case 
(via path-length integrals, or equivalently in the way shown by Sudarshan) while 
retaining the augmented ray picture. Its superiority over geometric optics 
becomes evident as we trace such a ray through a caustic. While equivalent 
rather than superior to the conventional wave picture, the new rays offer infor­
mation that complements the latter; this will be illustrated with an optimal 
beam energy-transfer calculation due to T. Wu, and with an example from antenna 
pattern synthesis. 
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THE GREEN'S DYADIC AS AN INVERSE OPERATOR 

R. E. Collin 
Department of Electrical Engineering and Applied Physics 

Case Western Reserve University 
Cleveland, Ohio 44106 

The electric field is a solution of the vector wave equation 

It will be shown that the usual free space Green's dyadic G will not 
be an appropriate inverse operator for this equation if the scalar 
product is chosen as a principal volume integral. In particular, it 
is shown that 

after integrating by parts to transfer the operator VXVX onto G and 
taking the limit as the volume Vo surrounding the singular point 
vanishes, will not give a correct solution for the electric field. 
In order to obtain the correct solution for ~ using G as the inverse 
operator it is necessary to integrate over the total volume. This 
requires a procedure for evaluating the integral 

J j'GdV 
V 

Two techniques are presented for evaluating this integral. One 
method is the classical integration by parts technique. The other 
is based on using the limiting form of the Green's dyadic G as 
deduced from the eigenfunction expansion of G given by C. T. Tai for 
source points ;, that are very close to the origin. This latter 
method provides new insight into the singular behavior of G and 
gives a straight forward method for evaluating the above integral. 
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ADMITTANCE OF APERTURES IN BODIES OF FINITE EXTENT 

Roger F. Harrington 
Dept. of Electrical and Computer Engineering 

Syracuse University 
Syracuse, New York 13210 

An integral equation for the change in the aperture admit­
tance matrix for an aperture in a body of finite extent from that 
for the same aperture in an infinite conducting plane has been 
derived. The image of the aperture equivalent magnetic current in 
the conducting plane problem is used as a psuedo-image in the 
finite body problem. The difference in the field for the aperture 
in a finite body from that for the same aperture in a conducting 
plane is expressed in terms of potential integrals due to a dif­
ference current over the finite body. This difference current 
is nonsingular at the aperture because the proper singularity is 
accounted for by the pseudo-image. Hence, the difference current 
is well-behaved and relatively easy to obtain by moment methods. 

The behavior of an aperture in a body of finite extent can 
differ greatly from that for the same aperture in a conducting 
plane. For a small aperture, the polarizabilities obtained from 
the Bethe-hole theory are not sufficient to predict the behavior 
of the same aperture in a finite sized body. If the interior of 
the finite body is near a natural resonant frequency, the distri­
bution of tangential electric field in the aperture is different 
from that for the same aperture in a conducting plane. The elec­
tric field intensity in a body of finite extent can be orders 
of magnitude greater than that in free space behind the same 
aperture in a conducting plane. Some computations for apertures 
in two dimensional problems will be given to illustrate the con­
cepts. 
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SCATTERING FROM A SPHERICAL SHELL WITH A CIRCULAR APERTURE: CROSS-SECTIONS AND ENERGY STORAGE FOR A NORMALLY INCIDENT PLANE WAVE" 

Richard W. Ziolkowski 
Lawrence Livermore National Laboratory 

Electronics Engineering Department 
P.O. Box 5504, L-156 Livermore, CA 94550 

Canonical electromagnetic scattering problems are important from several points of view. They provide basic understanding of scattering processes which can be extrapolated to more general geometries. Horeover, they provide fundamental benchmarks for general purpose scattering codes. However, there are few fully three-dimensional scattering problems for which solutions have been found, especially when the scattering body includes an aperture. 
The solution to the scattering of a normally incident plane wave from a perfectly conducting spherical shell having a circular aperture has been obtained by Ziolkowski and Johnson [1984 URSI meeting, paper B-13-4, Boston, HAJ. It is based upon an essentially analytic solution of the coupled dual series equations for the TE and TN modal coefficients arising from the enforcement of the electromagnetic boundary conditions over the aperture and the shell. The currents induced on the open shell by the plane wave were calculated and used to validate the predictions of a general purpose Triangular Patch Scattering Code. [Johnson and Ziolkowski, 1984 URSI meeting, paper B-14-4, Boston, HAJ 

The cross-sections (total, forward and back), the energy density ratio at the origin, and the energy stored in the open shell as functions of ka (2w x shell radius I wavelength) for both possible angles of incidence (directly into the aperture and antipodal to the aperture) have been studied with that generalized dual series solution. The results of this investigation will be presented. It will be demonstrated that for small apertures the dominant features of the cross-sections and stored energy results closely correspond to the resonant modes of the closed spherical cavity. The deviation from the closed sphere cross-sections is shown to be more pronounced when the wave is incident on the aperture. An interesting conclusion is that these resonance features are clearly discernible even when the plane wave is incident antipodal to the aperture. This is particularly noticeable in the forward (radar) scattering cross-sections where the features have an "anti-resonance" form. The changes in the resonance features and their locations as the aperture size is increased will also be indicated. 
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THE GABOR REPRESENTATION AND APERTURE THEORY 

P.D. Einziger, S. Raz and M. Shapira 

Dept. of Electrical Engineering, Technion Haifa, Israel. 

The objective of this work is to investigate the analytical proper­
ties and the computational implications of the so called Gabor re­
presentation within the context of aperture theory. Although proposed 
by Gabor in 1946 (D. Gabor, J. Inst. El. Eng. (London) 93 Ill, 429-457, 
1946), use of this nonorthogona1 presentation has been rather limited 
due to difficulties in com]?uting the series coefficients. These diffi­
culties were partly alleviated due to recent contributions by Basti­
aans (M.J. Bastiaans, Proc. IEEE 68, 538-539,1980) and Janssen. This 
approach emerges, so we hope to demonstrate, as a powerful mathematical 
tool having relevance to analysis, synthesis as well as s]?atia1 
filtering. The Gabor series may be viewed as an extended s]?ectra1 re­
presentation comprising a discrete, two-dimensional superposition of 
elementary "beam" waves. These "beams", characterized by finite width 
L, scan the aperture and subsequently the pertinent half-space «(x, z) , 
z>O) by being linearly shifted wi.th res]?ect to one another along a 
cartezian axis ex), a distance L and rotated by introduction of line­
ar phase shifts at the rate nx = (211/L}x, between neighboring "beams". 
Gabor I s re]?resentation may indeed be considered a generalization in 
the sense that the classical, generally continuous, plane wave repre­
sentation as well as Kirchhoff I s spatial convolution form are readily 
recoverable as the limiting cases L ->-00 and L ->- 0, respectively. The 
radiation field, represented by a discrete collection of linearly 
shifted, spatially rotated elementary "beams", falls into two dis­
tinct categories, pro]?agating (characterized by real rotation angles) 
and evanescent beams. This grouping resembles but is by no means iden­
tical to the distinction made between the "visible" and the "invisible" 
plane wave spectral regions. It is observed that evanescent beam con­
tains plane wave spectral constituents within the "visible" range, 
although characteristically, most of its energy at the aperture plane 
is confined to the "invisible" (reactive) variety. The dual observa­
tion holds true for propagating beams. It is not hard to imagine that 
selection of a specific elementary "beam" and choice of its open width 
parameter L are cardinal decisions, greatly affecting complexity 
and convergence rate of the Gabor series. The particular choice of 
the Gaussian beam holds promise towards this end. Firstly, the Gaus­
sian function constitutes an optimal choice as it minimizes the uncer­
tainty described by the product of the spatial and the spectral 
spreads, an indispensable advantage when dealing with the synthesis 
problem. Secondly invariance of the Gaussian profile under the Four­
ier Transform leads to significant analytical simplifications. Third-
1y, the asymptotic estimations are simple and interpretable in terms 
of complex ray theory. Furthermore, the paraxially approximated Gaus­
sian beam can be interpreted as a wave emanating from comp1ex-source­
point (G. A. Decham]?s, Electron. Lett. 7, 684-685, 1971), thereby as­
signing a one-to-one correspondence between the Gabor discrete s]?ace 
and the collection of source points spread over a complex grid. 
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APERTURE FIELD OF A DOUBLE WEDGE 

A. Z. Elsherbeni and M. Hamid 

Antenna Lab., Elec. Eng. Dept. 
Univesity of Manitoba 

Winnipeg, Canada, R3T 2N2 

ABSTRACT 

B-15-6 

The diffraction by a double wedge of arbitrary aperture due to an 
incident plane wave is formulated rigorously as the field diffracted by 
each wedge in the absence of the other plus interaction terms to 
account for the multiple diffraction between the two wedges. The latter 
is expressed using an angular spectrum of the plane waves, where each 
plane wave is diffracted by the other wedge in the same way as the ori­
ginal incident plane wave . The final solution includes four interacion 
terms to account for all possible conditions of initial and final 
diffraction from either wedge. The advantages and disadvantages of 
this technique over a previous rigorous solution by Clemmow ( The 
Plane Wave Spectrum Representation in Electromagnetic Fields, Per­
gamon Press, Ney York, 69, 1956 ) as well as asymptotic solutions by 
Teague and Zitron ( Appl. Phys. Res. ,26,127,1972), Keller ( J. Appl. 
Phys., 28, 426, 1957 ), Karp and Russek ( J. Appl. Phys., 27, 886, 1956 ) 
and Elsherbeni and Hamid ( IEEE Trans. Ant. and Prop. AP-32, 11, 
1262, 1984 ) for related geometries are discussed . 
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SURFACE CURRENTS INDUCED ON A CIRCULAR STRIP 
MOUNTED ON A PERFECTLY CONDUCTING SHEET 

J.T. Williams+, D.G. Dudley+, and C.M. Butler* 

+Electromagnetics Laboratory 
Department of Electrical and Computer Engineering 

University of Arizona 
Tucson, Arizona 85721 

*Department of Electrical Engineering 
University of Houston 
Houston, Texas 77004 

We present the analysis of the surface currents 
induced on a thin circular strip, mounted on a 
perfectly conducting sheet, due to an electr ic dipole 
source located at its center. This is intended to be 
the basis of a forward model of the transient 
electromagnetic scattering of a simple object with 
finite dimensions and curvature. Such a model can be 
used in the development of inverse scattering 
techniques for applications relating to target 
identification. 

In the formulation of this problem an integral 
equation for the induced currents on the circular strip 
is obtained. The appropriate edge condition is 
included specifically and the singular nature of the 
integral equation is determined and removed 
analytically. The remaining equation is then solved 
numerically using the method of moments with pulse 
expansion functions and piecewise linear testing 
functions. 

In addition to the numerical solution for the 
induced surface currents, an analytical solution is 
obtained in the quasi-static limit in terms of 
Chebyshev polynomials. A comparison with the numerical 
solution tests the range of validity of the quasi­
static approximation. 
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APPLICATION OF AN ITERATIVE TECHNIQUE TO THE 
PERFECTLY CONDUCTING WEDGE AND SQUARE CYLINDER 

Robert P. Penno 
Graduate Engineering and Research 

University of Dayton 
Dayton, Ohio 45469 

B-15-8 

An iterative approach to solving the M.F.I.E. for surface 
current density is applied to the cases of the perfectly 
conducting wedge (for both TE and TM plane wave incidence) and the 
square cylinder (TM incidence). As described, [M. Kaye, P. K. 
Murthy and G. A. Thiele, "An Iteration Method for Complex 
Scattering Problems," IEEE Trans. Antennas Propagation, (in 
review)], this technique divides the wedge (or square cylinder) 
into 1 it and shadow regi ons sepa rated by the geomet ri copt i cs 
boundary. The total current is equal to the sum of an approximate 
optics current and a non-uniform (correction) current. After 
selection of an appropriate initial optics current, both the 
approximate optics current and non-uniform currents are solved via 
iteration. In this latter respect, the method differs from the 
work done by Kim and Thiele ("A Hybrid Diffraction Technique­
General Theory and Applications," IEEE Trans. Antennas 
Propagation, Vol. AP-30, pp. 888-897). The results disclosed here 
improve upon previous results in that they are uniformly valid for 
all angles of incidence and wedge angles, while el iminating the 
moment method patch used previously by Kim and Thiele, (ibid.) 

In the case of the TM incidence, the inherent singularity in 
the current density at the apex of the wedge (or the edges of the 
square cylinder) require attention in their numerical 
evaluation. Similarly, in evaluating the zeroeth order current on 
the shadow side of the wedge, special consideration must be given 
to the evaluation of the semi-infinite integration involved 
therein. Specific consideration must be given to cases of (i) 
grazing incidence and (ii) incidence from the transition region of 
the diffracted field. The selection of more accurate initial 
approximations, or rather, closed form representations of the 
previously mentioned semi-infinite integral provides enhanced 
accu racy and reduced computer time. Fi na lly , resu 1 ts will be 
shown which include grazing incidence and incidence from the 
transition region where these results are-seen to be excellent 
when compared with those of the eigenfunction series solution. 
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TM SCATTERING BY A DIELECTRIC CYLINDER IN 
THE PRESENCE OF A HALF-PLANE 

LH. Newman 
The Ohio State University 

Dept. of Electrical Engineering 
ElectroScience Lab 

1320 K"lnnear Rd. 
Columbus, Ohio 43212 

The problem considered Is the TM scattering by a 
dielectric cylinder In the presence of a perfectly 
conauctlng half-plane. Since the dielectric cylinder 
may contact the half-plane, or even completely surround 
the half-plane edge, this problem Is a 2-D model for 
scattering by a dielectric coated edge. An exact 
Integral equation, Involving the half-plane Green's 
function In It's kernel, Is obtained for the equivalent 
volume polarization currents representing the 
dielectric cylinder. The Integral equation Is solved 
by the method of moments (MM). 

The solution can be termed an MM/Green's function 
technique, and has the advantage that the unknown Is 
limited to the electric field In the dielectric, and 
does not Include the half-plane current. The price one 
pays for this simplification Is that the Integrals, 
which must be evaluated to compute the elements In the 
MM Impedance matrix, Involve the half-plane Green's 
function In the Integrand. They are therefore more 
difficult to evaluate than the corresponding Integrals 
In a conventional MM solution, which would contain the 
simpler free-space Green's function In the Integrand. 
Methods for avoiding the lenghty numerical 
Integrations, and for treating the singularity 
assoc I ated with the se I f I mpedance terms w I I I be 
described. Numerical data will be compared with 
measurements for the scattering from a half-plane edge 
coated with a dielectric slab. 

rp u {;e. h (AS /50 crvJ).A -1' /lJlQ2.CI j (J I d5 
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AN APPROXIMATE METHOD FOR 
INCORPORATING THE WALL THICKNESS 

INTO APERTURE CALCULATIONS 

George A. Seely 
Electromagnetic Applications Divisions 2322 

Sandia National Laboratories 
Albuquerque, New Mexico 87185 

B-15-10 

The effect of finite wall thickness on 
electromagnetic transmission through an arbitrarily 
shaped aperture in a conducting ground screen is 
considered. It is found that an approximate scheme 
gives reliable results for)~6*T where T is wall 
thickness. Following a brief discussion of the 
pertinent equations the rationale for choosing this 
particular approximation is discussed. An existing 
method of moments triangular patch code is modified 
to incorporate the effect of wall thickness. Numer­
ical results are presented for a few cases of 
interest. A brief comparison is made to other 
numerical results and experimental results. 
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A GENERAL VARIATIONAL FORMULATION FOR OPEN WAVEGUIDE 
REFLECTIONS WITHOUT USING THE COMPLETE MODE SPECTRUM 

Edward F. Kuester and David C. Chang 
Electromagnetics Laboratory 

Department of Electrical and Computer Engineering 
University of Colorado, Box 425 

Boulder, CO 80309 USA 

Variational methods for electromagnetic scattering problems have 
played an important role in their solution since the 1940's when 
Schwinger and his co-workers attacked a wide class of hollow wave­
guide problems using them. To a large extent, V.H. Rumsey [Phys. 
Rev., 94, 1483-1491, 1954J gave a unified presentation of these 
methods for scattering by objects in free space; a similar develop­
ment could well be done for waveguide scattering problems. In a 
waveguide, the scattering problem is traditionally expressed as an 
integral equation over the location of the irregularity (junction, 
aperture, post, etc.) whose kernel is a Green's function consisting 
of a sum over all the modes supported by the guide or guides in 
question. While this does not present too much difficulty in the 
case of a closed guide of simple shape (e.g., rectangular), open 
waveguides possess a continuous spectrum of radiation modes which 
can be awkward to deal with, and the mode fields are more diffi­
cult to obtain explicitly, if this can be done at all. C.M.Angulo 
[IRE Trans. Ant. Prop, ~, 100-109, 1957J performed such a varia­
tional analysis on the relatively simple problem of a truncated 
dielectric slab waveguide, and met with very formidable analysis. 

In this paper, we present a general variational formulation for 
problems of scattering by nonuniformities in open waveguides which 
is based on an integral equation whose kernel is the free-space 
(or other relatively simple) Green's function and does not require 
knowledge of the complete mode spectrum of the guide. The germ 
of the idea is to be found in a little-known paper by H. Levine 
[J. Acoust. Soc. Amer., 26, 200-211, 1954J dealing with a related 
problem for acoustic waveguides. In essence, we formulate an 
integral equation for scattered equivalent currents (induced 
polarization or conduction currents) in or on the dielectric and 
metal which make up the waveguide junction. In some portions of 
space, the scattered currents must add to the incident currents 
to give zero, if there is no waveguide structure present. A 
variational expression is then obtained for any desired parameter 
of the problem (reflection coefficient, etc.) by suitably choosing 
some reference states of the system. Several illustrations of 
potential applications will be given. 
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REFLECTION OF SURFACE WAVES FROM THE TRUNCATION 
OF A DIELECTRIC SLAB WAVEGUIDE 

Edward F. Kuester and Fazle S. Quazi 
Electromagnetics Laboratory 

Department of Electrical and Computer Engineering 
University of Colorado, Box 425 

Boulder, CO 80309 USA 
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In a companion paper presented to this Meeting (Kuester and Chang), 
a general theory for the treatment of scattering problems in open 
waveguides using variational techniques has been discussed. In 
the present paper, we give an application of that theory to the 
computation of the reflection coefficient of a surface wave from 
a squarely truncated dielectric slab waveguide. This problem has 
been attacked by others [C.M. Angulo, IRE Trans. Ant. Prop., i, 
100-109, 1957; T.E. Rozzi and G.H. in't Veld, IEEE Trans. Micr. 
Theory Tech., 28, 61-73, 1980] using a variational formula 
involving the aperture field in the plane of truncation. Since 
this approach needs a Green's function containing a sum over all 
discrete and continuous spectrum modes, a great deal of additional 
effort is required. 

In our approach, the variational principle involves the fields 
over the entire length of the waveguide, but only in the core 
region of the slab. Furthermore, only a simple free-space Green's 
function is required, so no higher-order modes need to be found. 
We present results obtained through the use of a single simple 
trial function (the surface wave with adjustable amplitude) and 
obtain good comparison with other results available in the liter­
ature computed by more exact- (and more time-consuming) means. A 
major advantage of our approach is that the reflection coefficient 
is obtained directly--it is the functional which is stationary. 
Therefore, we can hope to achieve increased accuracy with our 
modest computational expenditure while avoiding any side calcula­
tions to find the parameter of interest. 
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SCATTERING OF SURFACE WAVES BY DIELECTRIC TAPERS 

S. T. Peng and S. J. Xu 
Electromagnetics Laboratory 

New York Institute of Technology 
Old Westbury, NY 11542 

and 

Felix K. Schwering 
U.S. Army CECOM 

Ft. Monmouth, NJ 07703 

We present here an analysis of the scattering of surface 
waves by tapered dielectric waveguides. The analysis is carried 
out by the method of staircase approximation that replaces a 
continuous taper profile by a piecewise-constant one. Such a 
method applies to taper structures of any geometrical shape and 
any material composition; hence, it is particularly suitable for 
a systematic investigation of the effect of taper profile on 
radiation characteristics of a taper as an antenna. Furthemore, 
though approximate, the method contains all essential physical 
processes involved in the nonuniform dielectric waveguide, such 
as: multiple internal reflections and mode couplings. Extensive 
numerical results have been obtained to show the efficiency and 
radiation pattern of various taper antennas. More specifically, 
three di fferent taper prof i les, namely, 1 inear, parabol ic and 
elliptic profiles, have been considered. In addition, the 
effects of the thickness and dielectric constant of the feeder 
waveguide as well as the aspect ratio of the taper are 
parametrically investigated. Some guidelines for the design of 
taper antennas are then developed, as will be discussed in the 
presentation. 
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DIFFRACTION OF A PLANE WAVE AT A CORNER 
COMMON TO P.E.C. AND PENETRABLE QUARTER SPACES 

L. Wilson Pearson 
McDonnell Douglas Research Laboratories 

P. O. Box 516 
St. Louis, MO 63166 

Allen W. Glisson 
Department of Electrical Engineering 

University of Mississippi 
University, MS 30677 
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The problem of a plane wave incident on the interface 
geometry pictured below is formulated as .a modified Wiener-Hopf 
equation. The formulation is constructed using an integral 
equation for the electric field over the aperture defined by y = 

0, x < 0. The Green's function for the lower region contains a 
term that accounts for the image of the aperture field in the 
vertical p.e.c. wall in that region. It comprises a Hankel 
function of argument k21x + x'i. This term precludes a 
straightforward convolution interpretation of the integral 
equation and leads to the modified Wiener-Hopf system. 

The modified Wiener-Hopf system requires a numerical solution 
in the spectral domain. Carrying out the spectral-domain numeri­
cal solution is attractive compared with solving the original 
integral equation in the spatial domain, however, because one may 
construct an asymptotic representation of the diffracted fields 
from the spectral-domain results in a straightforward fashion. 

y H or E 
z z 

e x 

215 

iii 



B-16-5 

AN EFFICIENT APPROACH FOR ANALYZING 
THE EM COUPLING INTO LARGE OPEN-ENDED 

WAVEGUIDE CAVITIES 

P.H. Pathak ano A. ALtintas 
The Ohio State University ELectroScience Laboratory 

1320 Kinnear Road 
CoLumbus, Ohio 43212 

This paper addresses the probLem of ELectromagnetic [EM) 
coupLing/penetration into open-enoed waveguide type cavity 
structures when iLLuminated by an externaL pLane wave. Of 
particuLar interest is the coupLing of EM energy into a 
duct/cavity at high frequencies where a Large number of 
propagating waveguide modes can be excited and conventionaL 
procedures requiring a summation over a Large number of 
propagating modes can become cumbersome and inefficient. It is 
shown here that the modes which contribute most significantLy to 
the fieLos coupLed into the duct/cavity are those whose 
corresponding modaL ray directions are cLoseLy phase matched to 
the incident ray at the open end. This concept is iLLustrated by 
caLcuLating the far-zone EM fieLds backscattered from a 3-0 
open-ended rectanguLar waveguide geometry with a 
perfectLy-conducting pLanar [short circuit) termination inside. 
These caLcuLations show that over each smaLL set of aspect angLes 
[or angLes of incidence) onLy a set of approximateLy 3 consecutive 
propagating modes [which satisfy the condition described above) 
are required. The above caLcuLations empLoy the usuaL geometricaL 
optics, aperture fieLd and Ufimtsev edge current techniques for 
anaLyzing the fieLds coupLed into, and re-radiated from the 
waveguide for a wide range of aperture dimensions and termination 
distances. The same caLcuLations are aLso repeated utiLizing aLL 
of the propagating modes as a comparison to iLLustrate the 
accuracy of the more efficient approach which utiLizes extremeLy 
few modes. ALso incLuded are some experimentaL resuLts which 
further verify the accuracy of the above computations. AdditionaL 
resuLts and impLications wiLL be discussed. 

216 



TH.8 1:!IiiiHi;;;:l.-HOPF-HILBERT r1ETHOD IN AnALYSIS 
OF ;\BRUPT DISc:o;,:TIlruITES OF OPEN JA VEGUI DES 

\v. Hasa.lsld 

B-16-6 

Institute of Fundamental Technological Research, PAS 
00-040, \Iarsal'l, .:3wi~tokrzyska 21, Poland 

The problem of guided mode scatterine by a junction be­
tween t\'l0 planar, symmetric, dielectric waveguides is 
considered.;)iscontinui ty is due to sudden changes in 
the slah thickness (from d1 to d2) or abrupt refractive 
index changes. An auxiliary diffraction problem is for­
mula ted in a se"Ji-infini te free-space region bounded by 
a plane, referred to as the impedance plane, placed on 
or over. sLlr.faces of the dielectric slabs. Application 
of the :fiener-Hopf-Hilbert method G.A.Hurd, Can.J.Phys, 
54, 775-780, 1976) gives the solution to the auxiliary 
problem. 'l'here are some fundamental features of the ap­
proach: 
1. ~he lon:itudinal spectral representation is assumed 

for the scattered field. 
2 • .3urface iQpedances '71 and '72 with spatial dispersion 

are defined on the surfaces of the t\'IO slabs. 
3. On the impedance plane the continuity relations of 

tangent field components are replaced by impedance 
boundary conditions in integral form. 

·L For the region above the inpedance plane the bounda­
-:::y conditions together with the continuity relations 
at the junction plane result in a homogeneous Wiener 
-Ho"!)f equation. 

'). The \J-H equation is transformed to the Hilbert prob­
lem on the contour J (Im<c=O, Im~~O or }O; f> and 0(; 

are wave nunbers in the free space in longitudinal 
and transve,-:'se di2.'ections , respectively): 

V+ (t) = H (t) '1- (t) , t E J, 

II (t) = (",+k 171) ( "'+kl?2) (cG-lc?1) -1 (a;-k?2) -1 exp(iot(d1-d2) 

where k is a ':Iave number in the free space,+ V i~ the 
holomorphic function everywhere but J and V , V are 
its liniting values from the two sides of J. 

6. The Plemelj formulae together with the edge condi-
tion yield the solution to the problem. 

A novel formulation of the problem, applied in this 
contribution, results in effective factorization of the 
lv-I{ equation derived. 
The solution obtained in such a way can be used in to­
tal field synthesis, where the remaining continuity re­
lations at the junction plane and below the impedance 
plane are to be employed. 
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ON THE CONTINUOUS RADIATION-MODE SPECTRUM 
OF INTEGRATED OPEN-BOUNDARY WAVEGUIDES 

D.P. Nyquist and M.S. Viola 
Department of Electrical Engineering and Systems Science 

B.C. Drachman, Department of Mathematics 
Michigan State University, East Lansing, Michigan 48824 

The complete propagation-mode spectrum of integrated, open­
boundary waveguides consists of discrete guided-wave modes augmen­
ted by a continuous radiation-mode spectrum. While the guided­
wave modes of practical micros trip and dielectric waveguide struc­
tures have been studied extensively, the radiation modes of such 
integrated configurations have apparently received little atten­
tion. An integral-operator description of the continuous spectrum 
for integrated open-boundary waveguides is advanced here. Atten­
tion is focused on integrated dielectric guides; an analogous (but 
simpler) formulation is applicable to conducting microstrip lines. 

Electric field E excited in the guiding region of a dielec­
tric waveguide integrated adjacent to a layered substrate/film/ 
overlay enviornment by impressed field tl is described rigorously 
by an electric field integral equation (EFIE). The integral 
operator is convolutional in the axial variable, and Fourier 
transforming leads to the 2-d EFIE 

2(+, ) 
~++(+ +') +(+, )dS' 2 gr; p, p ·e p ,r; 

n c 

where e,ei are transforms, P = transverse position vector, r; = 
axial transform variable, on2 = contrast of guiding region against 
refractive index n of cover in which it i~ immersed,++V = vt+zjr;, 
CS = guiding regio& cross section where on F 0, and g = 2-d 
Hertzian potential Green's dyad (Sommerfeld-integral r~presenta­
tion) descriptive of the layered enviornment. Inverse transforma­
tion of e(p,r;) is aided by complex r;-plane analysis, leading to 
discrete surface-wave-mode residues and the radiation field which 

++ arises from integration along the branch cuts associated with g . 
Since e is maintained by j immersed in the layered enviornment; 
then that i2fressed field is given by the spatial superposition of 
It .j where g is itself a spectral integral representation. Radi­
ation spectrbm e(p,r;) can therefore be uniquely decomposed into 
elementary contributions associated with point spatial .and spec­
tral contributions to e 1

. The total radiation field can finally 
be expressed as a fourfold integral superposition (2 spatial, 2 
spectral) over those elementary radiation-mode spectra. 

EFIE's for the elementary radiation-mode spectra are devel­
oped for a general class of integrated open-boundary waveguides. 
It is demonstrated that solutions to those EFIE's replicate exis­
ting results for the asymmetric-slab and uniformly-clad circular 
cylindrical guides. Methods for quantifying the continuous spec­
tra of practical integrated structures are investigated. 
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RADIATION OF AN OPEN·ENDED RECTANGULAR WAVEGUIDE 
INTO A PLANAR STRATIFIED MEDIUM 

T.M. Habashy and W.C. Chew 
Schlumberger-Doll Research 

Old Quarry Road 
Ridgefield, CT 06877-4108 

The radiation of an open-ended rectangular waveguide which is excited 
by an arbitrary point source or a probe into a planar stratified medium, is 
investigated analytically. The complexity of analyzing the discontinuity at 
the waveguide junction arises mainly from the vector nature of the 
electromagnetic field and the necessity to match discrete modes in the 
waveguide to the continuum modes in the open space. A vector Fourier 
transform together with a vector Fourier series are developed and their 
properties are discussed, which help facilitate the analysis and simplify the 
process of matching the boundary conditions at the waveguide aperture. 

The vector Fourier transform is introduced to express the continuous 
spectrum of modes in the planar stratified medium whereas the vector 
Fourier series helps in representing the discrete modal spectrum inside the 
waveguide. With the help of the orthogonality relationships of these 
operators, mode matching at the waveguide junction can be carried out in a 
simple manner and hence allows us to compute the transmission and 
reflection operators at the discontinuity. These transmission and reflection 
operators represent the mode conversion physics at the discontinuity. With 
this canonical problem solved, the problem involving more than one 
discontinuity can be analyzed by concatenating the physics at each of the 
discontinuities. Numerical results are presented and discussed. 
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RADIATION OF A POINT SOURCE IN AN OPEN WAVEGUIDE 

W. C. Chew 
Schlumberger-Doll Research 

Old Quarry Road 
Ridgefield, Connecticut 06877-4108 

S. L. Lin 
Massachusetts Institute of Technology 

77 Massachusetts A venue 
Cambridge, Massachusetts 02139 

Abstract 

The radiation of a point source in the neighborhood of a waveguide 
discontinuity is well-known, but when the waveguide is terminated in an 
open space, the solution is not well-known. In this paper, we present the 
solution to the problem of a point source in the vicinity of a cylindrical 
waveguide discontinuity where half of the space is an infinite half-space, 
and the other half a semi-infinite cylinder. The eigenmodes in the 
cylindrical waveguide are discrete guided modes of the waveguide, while 
the eigenmodes in the open half-space consist of a continuum of wave or 
radiation mode. We will show how the mode in the waveguide can be 
matched to the radiation or continuum modes in the open region. For 
the non-axial symmetric modes, the bookkeeping is more complicated. 
However, the use of vector Hankel transforms simplifies the derivation. 
The use of vector series in the waveguide region and vector Hankel 
transform in the open region allows the ease of mode watching. 
Reflection and transmission operators can be derived which represent the 
physics of transmission, reflection and mode conversion in the 
discontinuities. The use of reflection and transmission operators easily 
allow the generalization to any:number of discontinuities. 
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RADIA TION OF A POINT SOURCE IN THE VICINITY 
OF A MULTI-CYLINDRICALLY LAYERED GEOMETRY 

W. C. Chew and 1. Lovell 
Schlumberger-DoJl Research 

Old Quarry Road 
Ridgefield, Connecticut 06877-4108 

Abstract 

We present here the solution to the radiation of an arbitrary point 
source in the vicinity of a multi-cylindrically layered geometry. This is 
essentially the Green's function for a cylindrically layered geometry. We 
present here a solution where we use only two scaler components of the 
electric and magnetic field. An off-center point source can be expanded 
in terms of cylindrical harmonics using Graf's formula. The generalized 
recursive formulas for the propagation of the waves through the 
cylindrical layers are derived. The cylindrical boundary couples the two 
scaler components of the wave, so hybrid modes exist in general. With 
the solution, we can derive the singularities or the guided modes in the 
cylindrical structure. The singularities provide physical insight into the 
physics of wave propagation in such a structure. 
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MODIFIED GTD FOR GENERATING COMPLEX RESONANCES 
FOR FLAT STRIPS AND DISKS 

H. Shirai and L.B. Felsen 
Department of Electrical Engineering and Computer Science 

Polytechnic Institute of New York 
Route 110, Farmingdale, NY 11735 

The complex resonance frequencies of a scatterer are impor­
tant elements in target classification and identification. In 
the singularity expansion method (SEH), the·resonances are de-
fined by a hom~geneous integral equation whose numerical solution 
is feasible in the low, but not in the high, frequency range. At 
high frequencies, GTD provides an attractive numerical alternative 
and, furthermore, incorporates an interpretation of the resonance 
generation process in terms of multiple wavefronts (ray) traversals. 
Except for extremely simple scatterer configurations, the (damped) 
complex resonances are known to occupy an entire half of the com­
plex frequency plane. Dominant and higher order creeping wave GTD 
applied to cylinders and spheres does indeed yield resonances ar­
ranged along a sequence of "layers" in that entire half plane, 
but mUltiple edge diffracted GTD applied to flat strips and disks 
furnishes only a single (dominant) layer. By drawing analogies 
with higher order creeping waves on a smooth object, the conven­
tional edge diffracted GTD field is here augmented by higher order 
ray fields undergoing higher order "slope diffraction". Each of 
these higher order ray fields can be made to satisfy its own 
resonance equation, which is now found to provide the missing 
layers, with remarkably accurate values for the resonances when 
compared, where available, with those calculated numerically by 
the moment and T-matrix methods. The success of higher order ray 
diffraction in predicting the complex resonance structure suggests 
that this mechanism may playa corrective role also in other edge 
dominated scattering phenomena. 

224 



SPECTRAL SYNTHESIS OF UNIFORM GTD WAVEFUNCTIONS 

J.M. Arnold 
Department of Electronics and Electrical Engineering, 

University of Glasgow, 
Glasgow G12 8QQ, Scotland. 
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It is well known that diffraction fields constructed 
according to the prescription of GTD exhibit a variety of 
singularities where the method predicts infinite or 
nondifferentiable fields. These singularities can be classified 
into caustics, cusps} shadow boundaries and so on, according to 
type. It is widely believed that GTD cannot be consistently 
modified directly to smooth these singularities, and that recourse 
must be made to more complex theories, such as moment methods or 
surface integral representations or to some 'ansatz' such as UAT 
or Ludwig's caustics correction. 

It has recently been shown that this is not the case; 
globally uniform wavefunctions for fields diffracted from 
apertures and curved reflectors can be constructed directly from 
Keller's GTD, without any 'ansatz' on the nature of the transition 
functions and without any intervening 'surface current' 
representation being required. This construction, which proceeds 
directly from the geometrical ray construction of GTD, is called 
spectral synthes is. 

The fundamental idea of spectral synthesis is the 
identification of the manifold of diffracted rays with the 
manifold of plane waves forming a plane wave spectral 
representation of the field, the identification being that of 
identical directions of propagation. It turns out that the 
spectral coefficients of the plane waves can be computed from the 
GTD amplitude and phase along the rays in a direct geometrical 
manner. The resulting spectral integral reduces to GTD by the 
principle of stationary phase away from singularities; near 
caustics and cusps the correct transition functions are 
automatically generated by applying the Morse theory of degenerate 
stationary phase points (catastrophe theory). Near diffraction 
shadow boundaries a slight modification of the construction is 
required which can be carried out in a natural geometrical fashion 
by adding and subtracting a regular reference wave to the 
wave function (a counter-term). The arbitrariness of the reference 
wave permits the representation of the total field in any of the 
combinations physical optics plus edge diffracted wave; 
Kirchoff-Huyghens plus edge diffracted wave; Fresnel integral plus 
edge diffracted wave (UAT); or a generalised representation making 
no reference to any of the conventional ones. It is a transparent 
feature of the theory that these are all equivalent up to O(k-!) 
asymptotics, all follow from the same basic geometrical structure 
of the Keller ray manifold, and all are constructible using only 
the geometry of this manifold. 

The theory is currently being employed to analyse the 
precise significance of complex rays in diffraction theory, and to 
investigate cross-polar fields in focussed reflector systems near 
the focal point, where it is known that none of the conventional 
asymptotic theories give acceptable results, but where the 
spectral synthesis method gives a well behaved uniform 
representation directly from the ray geometry. 
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UNIFORM DIFFRACTION COEFFICIENTS FOR AN IMPEDANCE HALF-PLANE 

J. L. Volakis and T.B.A. Senior 
Radiation Laboratory 

Department of Electrical Engineering and Computer Science 
The University of Michigan 
Ann Arbor, Michigan 48109 

Uniform diffraction coefficients will be presented for the 
cases of normal and oblique incidence on a half-plane edge 
associated with impedance boundary conditions. These coefficients 
are based on the Weiner-Hopf solution by Senior (Radio Science, 
1975). Numerical results will also be presented using such 
uniform solutions. 

The dominant parts of the diffraction coefficient are put 
in a form compatible with the corresponding uniform coefficients 
for a conducting edge. They are then examined in detail, 
especially at the shadow and reflection boundaries. At these 
boundaries, a direct comparison can be made with existing heuristic 
coefficients. Not surprisingly, the coefficients involve the 
appropriate split functions of the Weiner-Hopf solution which can 
be expressed in terms of the Maliuzhinets moromorphic function. In 
case of real impedances, a simple analytical expression will be 
given for this function. 

The results at normal incidence, using the above uniform 
solution, are in agreement with recently published patterns 
employing more involved diffraction coefficients (Tiberio, etc., 
AP-SjURSI Symposium, 1984). Scattering patterns will also be 
presented at oblique incidences with real and complex impedances. 
Finally, a generalization of these coefficients to the case of 
wedges will be discussed. 
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DIFFRACTION BY AN ANISOTROPIC IMPEDANCE HALF-PLANE 

R.A. Hurd, Division of Electrical Engineering, National 
Research Council, Ottawa, Ontario, KIA OR8, Canada. 
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E. LUneburg, Deutsche Forschungs-und Versuchsanstalt fUr 
Luft-und Raumfahrt e.V. (DFVLR), 8031 Oberpfaffenhofen, West 
Germany. 

We solve a new diffraction problem: that of a plane 
electromagnetic wave obliquely incident on a half-plane 
characterized by anisotropic impedance boundary conditions 

Ex = ±ZlHz' Ez = +Z2Hx 

where the upper/lower signs are for the top/bottom of the 
half-plane, and the x/z axes are perpendicular/parallel to 
the edge of the half-plane. 

Following a standard procedure, we are led to the 
consideration of a matrix Wiener-Hopf equation of the form 

G(a)L(a) = U(a) + Pea) 

where G(a) is a known 2x2 matrix, Pea) a known column vector, 
and L(a) and U(a) are unknown column vectors analytic 
respectively in lower and upper halves of the complex a-plane. 

The complexity of G(a) is such that it cannot be 
diagonalized by pre-and post-multiplication by polynomial 
matrices, i.e. by introducing new unknowns obtained by 
polynomial transformations of L(a), U(a). On the other hand, 
by using a combination of new and old factorization 
techniques (V. Daniele, SIAM J. Appl. Math. 44, 667-680, 
1984; A.A. Khrapkov, Prikl. Mat. Mekh. 35, 625-637, 1971), 
we find that G(a) can be factorized into GCa) = GU(a)GL(a) 
with GU and GL analytic respectively in upper and lower 
half-planes. From this point, the analysis follows standard 
Wiener-Hopf procedures, leading to a complete solution of the 
problem. 
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SCATTERING BY A CONDUCTING STRIP WITH A RANDOMLY 
SERRATED EDGE 

C. Eftimiu and P. L. Huddleston 
McDonnell Douglas Research Laboratories 

P. O. Box 516 
St. Louis, MO 63166 

The coherent monostatic response of a strip with a randomly 
serrated edge is evaluated. The serration is assumed to be canon­
ically distributed, and the average response is calculated by 
using the ergodic theorem. Results are given for various values 
of the rms width and correlation length of the serrated edge. 
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THE RADIATION FROM SCATTERERS AT 
THE EDGE OF A WEDGE 

O.M. Buyukdura and R.G. Kouyoumjian 
ElectroScience Laboratory 

Department of Electrical Engineering 
The Ohio State University 

1320 Kinnear Road 
Columbus, Ohio 43212 
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This paper is concerned with the radiation from scatterers 
positioned at the edge of a perfectly-conducting wedge. The 
problem is interesting because the guiding effect of the edge 
causes strong interaction between the scatterers, thereby greatly 
enhancing the scattered field as compared with that of the 
scatterers in free space. This configuration also can be used 
to model the scattering from a rough edge. 

As a first step, the dyadic Green's function for a conducting 
sphere at the edge is obtained. For a small sphere, it is 
observed that the field close to the edge can be approximated by 
the sum of two terms: the field in the absence of the sphere, and 
an edge guided wave due to an equivalent point source placed close 
to the edge at the position of the sphere. 

Next, scattering by an irregularly shaped object at the edge 
is considered. A generalized T-Matrix formulation is used for 
this problem. The incident field is defined as the field in the 
absence of the scatterer but with the wedge present; it is 
expanded in terms of a set of spherical vector wave functions 
which satisfy the boundary condition on the surface of the wedge 
together with the edge condition. The dyadic Green's function 
used in this formulation is the one previously obtained for the 
perfectly conducting wedge (R.G. Kouyoumjian and O.M. Buyukdura, 
Proc. of the 1983 International URSI Symposium, Universidad de 
Santiago de Compostela, Spain, pp. 151-154). It too is expanded 
in terms of these vector wave functions. Again, for a small 
scatterer, the field close to the edge is given by the sum of 
the field in the absence of the scatterer and an edge wave. The 
T-Matrix formulation is also used along with a self-consistent 
method to solve the problem of multiple scatterers located along 
the edge of the wedge. Numerical results are presented to show 
the enhanced scattering from small objects positioned at the 
edge of a wedge. 
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DIFFRACTION BY A DOUBLE CAPPED-WEDGE 

A.Z. Elsherbeni and H. Hamid 
Antenna Lab., Elec. Eng. Dept. 

University of Hanitoba 
Winnipeg, Canada. R3T 2N2 

Following a recent asymptotic solution for the diffraction by 
two conducting sharp-wedges (Elsherbeni and Hamid, IEEE Trans. Ant. 
and Propag., AP-32, No. 11, pp. 1262-5, 1984), the diffraction of a 
normally incident plane wave by two cYlindrically capped identical 
wedges is investigated by a generalization of the Karp and Russek 
technique for a wide slit. The cap is considered to be either a 
conducting or a dielectric cylinder whose axis coincides with the 
wedge edge and its radius is much less than the separation between 
the two wedge edges. The effects of the cap radius, permittivity 
and wedge angle on the diffraction pattern, transmission coeffi­
cient, equivalent line source intensity and edge-edge interaction 
term are presented. The transmission coefficient of the aperture 
is increased over the uncapped wedge case for dielectric caps and 
decreased for conducting caps. Other effects of the caps on the 
diffraction pattern such as beamwidth, level and position of first 
sidelobe are also investigated. 

Incident plane wave 

----i7~ X 

p 

Fig. 1 Double copped-wedge geometry. 
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TWO-DIMENSIONAL PLANE WAVE SCATTERING FROM MULTIPLE 
RADIALLY-DIRECTED STRIPS IN THE PRESENCE OF A CYLINDER 

Donald F. Hanson 
Dept. of Electrical Engineering 
University of Mississippi 
University, MS 38677 

Chalmers M. Butler 
Dept. of Electrical Engineering 
University of Houston 
Houston, TX 77004 

Two recent papers (Hanson and Butler, 1983 Spring URSI Meeting 
Digest, Houston, TX, and Karunaratne, Michalski, and Butler, IEEE 
SOUTHEASTCON '84 Proceedings, Louisville, Kentucky, April 8-l~ 
1984, pp. 85 89) have examined the cases of a single radially 
directed conducting strip attached to, penetrating or external to 
a conducting or dielectric circular cylinder. The incident field 
is a plane wave. 

In this paper, the conducting cylinder case is extended to the 
mUltiple strip case. Two or more radially directed strips are in 
the presence of a conducting circular cylinder. This case is 
important in view of the interest in modeling of aircraft with 
wings and missiles with fins. Superposition and symmetry are used 
to derive a coupled set of integral equations for the current on 
the fins. These equations are solved numerically. The integral 
equation kernel contains an infinite series of Bessel functions 
which is slowly convergent, so an acceleration technique is 
introduced to limit the number of terms necessary for evalaution. 
Data are presented for several cases of interest. 
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SCATTERING BY A PERFECTLY CONDUCTING CIRCULAR 
CYLINDER CUT BY A SINGLE CIRCUMFERENTIAL SLOT 

Larry K. Warne 
Sandia National Laboratories, 7553 

Albuquerque, NM 87185 

The problem of electromagnetic scattering from a perfectly 
conducting circular cylinder containing a single circum­
ferential slot (gap) is considered. This problem is a 
useful canonical example of aperture coupling and as is 
well known, gives rise to coupling between both axial 
polarizations. 

The incident wave is assumed to be a plane wave impinging 
at an arbitrary angle of incidence with respect to the 
cylinder axis. The incident wave has arbitrary polar­
ization and the slot has finite width. 

The problem is formulated as a coupled set of integral 
equations which are subsequently reduced to a pair of 
series equations. The series equations are then solved 
numerically. The resulting coefficients are used to 
generate the interior and exterior fields. An approxi­
mation is used when the gap is narrow. This approximate 
solution is compared with the numerical solution. 
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THE BACKSCATTERING CROSS SECTION OF THIN WIRE LOOPS 

Joseph W. Burns 
Radiation Laboratory 

University of Michigan 
Ann Arbor, Michigan 48109 

An investigation of the high frequency backscattering of circular 
thin wire loops produced unexpected results which have led to a better 
understanding of the physical processes involved in loop scattering. In 
this paper, a caustically matched second order GTD solution for the 
backscattered field is given, which incorporates ray paths neglected in 
previous GTD analyses. The backscattering behavior of large circular 
loops as a function of loop radius and angle of incidence is numerically 
evaluated and compared to the backscattered field predicted by the GTD 
formula. The GTD is found to be quite accurate for normal and near 
normal incidence, but departs significantly from the numerical data at 
wide angles of incidence. Subsequent analysis of the numerical data 
suggests that waves propagating on the loop contribute to the back­
scattering in a manner not described by a GTD solution incorporating 
only edge-diffracted rays. A qualitative physical model of the wide angle 
scattering process is described and an accurate approximate formula for 
the E polari~ation backscattering at edge-on incidence is given to 
support the physical model. 

233 

IIII 





THURSDAY. June 20 

Renectors and Horns 

P.M. 

URSI COMMISSION B . SESSION B18 

1:30 . 5:00 
IRC-2 

Chairperson/President: R. Mittra. University of Illinois. Urbana. IL. USA 

Le JEUDI 20 juin 

Reflecteurs et cornets 

1 ANALYSIS OF REFLECTOR ANTENNAS WITH ELLIPTICAL APERTURES USING JACOBI-BESSEL 
EXPANSION - A COMPARATIVE STUDY. Y. Rahmat-Samii. California Institute of Technology. Jet 
Propulsion Laboratory. Pasadena. CA. USA 

2 GTD TECHNIQUES FOR THE DESIGN OF OFFSET DUAL REFLECTOR ANTENNAS. C.J. Sletten. 
GTE Communication Systems. Needham Heights. MA. USA 

3 FAR-FIELD COMPUTATIONS OF DISTORTED REFLECTOR ANTENNAS BY LEAST SQUARES 
SURFACE APPROXIMATION. T.J.F. Pavlasek. R. Pokuls. L. Wegrowicz. McGill University and 
Spar Aerospace Ltd .. Montreal. PQ 

4 APERTURE IMPEDANCE OF TE AND TM MODES IN CONICAL AND QUASI-PYRAMIDAL HORNS. 
R. E. Collin. Case Western Reserve University. Dept. of Electrical Engineering and Applied Physics. 
Cleveland. OH. USA 

RETURN LOSS OF A RECTANGULAR HORN. A. Kumar. Spar Aerospace Ltd .. Antenna Engineering. 
Ste-Anne-de-Bellevue. PQ 

6 NEW CLASSES OF HYBRID MODE ANTENNAS - ALTERNATIVES TO CORRUGATED HORN 
FEEDS. E. Lier. Norwegian Institute of Technology. Electronics Research Lab .. Trondheim-NTH. Nor­
way. T. Schaug-Pettersen. J.A. Aas. Norwegian Institute of Technology. Division of Telecommuni­
cations. Trondheim-NTH. Norway 

7 COMPACT CORRUGATED POLARISERS FOR DUAL FREQUENCY OPERATION. J.M. Rebollar. 
E.T.S.I. de Telecomunicacion. Grupo de Electromagnetismo Aplicado. Madrid. Spain 

8 RADIATION CHARACTERISTICS OF N CIRCULAR CONDUCTING CYLINDERS SIMULATING 
CYLINDRICAL REFLECTORS. H.A. Ragheb. M. Hamid. University of Manitoba. Dept. of Elec­
trical Engineering. Winnipeg. MB 

9 PHYSICAL OPTICS ANALYSIS OF NASA/JPL DEEP SPACE NETWORK 70-M ANTENNAS. A.G. 
Chao California Institute of Technology. Jet Propulsion Laboratory. Pasadena. CA. USA 

10 FOCAL SHIFTS IN PARABOLIC REFLECTORS. H. Ling. University of Illinois. Dept. of Electrical and 
Computer Engineering. Urbana. IL. USA 

235 

lill 



B-18-1 

ANALYSIS OF REFLECTOR ANTENNAS WITH ELLIPTICAL APERTURES 
USING JACOBI-BESSEL EXPANSION -- A COMPARATIVE STUDY 

Y. Rahmat-Samii 
Jet Propulsion Laboratory 

California Institute of Technology 
Pasadena, CA 91109 

Applications of the Jacobi-Bessel expansion for vector diffraction 
analysis of reflector antennas with circular apertures have been 
well-documented and studied. One may refer, for example, to the 
review paper (Y. Rahmat-Samii, R. Mittra and V. Galindo, Electro­
magnetics, Vol. 1, No.2, 155-185, 1981). Jacobi polynomials (re­
lated to Zerniki functions) are orthogonal functions over circular 
regions; hence, their applications to circular apertures are very 
natural. Although many reflector antennas possess circular pro­
jected apertures, there are many applications for which it is 
desirable to employ reflectors with elliptical apertures, in order 
to generate elliptical beams. These reflectors are, in particular, 
being used considerably in modern satellite communications systems. 

Recently, a modification of the Jacobi-Bessel expansion has been 
reported (D. C. Chang and W. Rusch, IEEE Antennas and Propagation, 
Vol. 32, No. 11, 1230-1236, 1984) for a spherical reflector with a 
projected elliptical aperture and some numerical results were 
presented. It is the purpose of this paper to present a further 
generalization of this modified formulation of the Jacobi-Bessel 
expansion for reflectors with elliptical apertures and conduct a 
comparative study between two different analysis algorithms. One 
algorithm uses the Jacobi-Bessel expansion over a circular region 
and represents the elliptical proj ection by introduction of zeros 
in the area between the circumscribing circular region and the 
actual elliptical aperture. The second algorithm uses the modified 
Jacobi-Bessel approach, based on a particular integration parameter 
transformation, for the elliptical apertures. Elliptical apertures 
with different eccentricities are studied and results are shown for 
both parabolic and non-parabolic reflectors. It is shown that, for 
parabolic reflectors, the first algorithm results in the application 
of a recursion relation which cannot be used in the second algorithm. 
However, for elongated elliptical apertures, the second algorithm 
demonstrates an improved convergence behavior. Numerical results 
are tailored for many currently designed satellite reflector antenna 
configurations and, in particular, the generation of cross-polar 
fields for offset reflectors with circular and elliptical apertures 
are examined and compared. 
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GTD TECHNIQUES FOR THE DESIGN OF OFFSET 
DUAL REFLECTOR ANTENNAS 

C. J. Sletten 
GTE Communication Systems 

Needham Heights, MA 

B-l~2 

On very low sidelobe antennas the diffracted 
radiation from the subreflector edges generally produce 
ojectionably high sidelobe levels. Together with the 
radiation pattern of the feed horn the subreflector 
scattering determines the aperture illumination and 
edge diffraction from the main reflector. To control 
these edge diffraction and spillover lobes reliable 
information is needed on the amplitude, phase, and 
polarization of fields in the near- and far-zones in 
relation to the subreflector aperture. Using the 
Uniform GTD techniques of Kouyoumjian, et aI, the 
direct and diffracted fields illuminating the edges of 
the main reflector are computed and shields designed to 
reduce sidelobe levels. The relative merits of 
extending the main reflector rim as a shield, of 
extending the subreflector rim with a phasing step, and 
of using absorbing shields or high edge tapers are 
studied and compared. To achieve precise near-zone 
patterns on conical corrugated horns formulations due 
to Clarricoats, et aI, are programmed and amplitude and 
phase on the subreflector computed. Optimum 
configurations of horn and subreflectors for large 
bandwidths and low spillover radiation are described. 

The analytical procedure and the computer 
software needed to compute the edge diffraction on 
tilted Gregorian subreflectors are presented. To 
improve computational accuracy the slope diffraction 
coefficients are determined when high edge tapers are 
encountered. Complete patterns are developed when using 
metal shielding to make sure scattered energy doesn't 
generate high sidelobes in the main antenna patterns. 
The combined effects of horn patterns, subreflector 
edge diffraction, and main dish rim diffraction are 
included in the study. 
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FAR-FIELD COMPUTATIONS OF DISTORTED REFLECTOR 
ANTENNAS BY LEAST SQUARES SURF ACE APPROXIMATION 

T.J.F. Pavlasek, R. Pokuls, L. Wegrowicz 
McGill University and Spar Aerospace Ltd. 

Montreal, Quebec, Canada 

An efficient aperture integration routine has been coupled 
with a ray-tracing procedure allowing the analysis of 
non-paraboloidal reflector antennas. This integration routine 
requires the knowledge of the aperture plane field E at certain 
pre-defined points on the plane (usually a rectangular grid). 
Geometric optics techniques are used to determine E and hence 
ray-tracing must be performed. If the pre-determined aperture 
plane point and feed position are specified, then the reflection 
point may be found through the use of Fermat's principle. The 
solution of a set of non-linear equations is required. 

Surfaces which are describable by "reasonable" functions (i.e. 
gored reflectors, spheroids, ... ) have been examined using this 
technique and results have been presented elsewhere. If the 
surface is described by a set of measured points, then difficulties 
of interpolation and ray-tracing arise because of the possible 
"bumpiness" of the reflector. 

A method of overcoming these difficulties is the overlapping 
patch method. The method of least squares interpolation is used 
to approximate segments or "patches" of the reflector surface 
with the use of a second order surface. Thus, the following 
surface is passed amongst a subset of the measured surface points 
contained within a patch: 

f(x,y) = ax2 
+ b/ + cxy + dx + ey + f 

A circular patch is associated with each aperture plane 
point. The patch is centered on the reflector location where the 
reflection point for an ideal reflector would be. The non-ideal 
nature of the surface would cause the true reflection point to 
migrate from this ideal position. The radius of the patch must be 
sufficiently large such the non-ideal reflection point would still be 
contained within the perimeter of the patch. However, the radius 
should be small enough so that the patch may be considered to 
be a "local" description of the reflector. 

An advantage of this method of interpolation is that the 
reflection points algorithm will always deal with surfaces of a 
second order nature which converge rapidly. The global reflector 
may be envisioned as being comprised of smaller, circular 
reflectors of various orientations, focal lengths, and positions. 

Far-field patterns for two reflectors with known distortions 
were available for the testing of the algorithm. Results 
comparing calculations and measurements are presented. 
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APERTURE IMPEDANCE OF TE AND TM MODES 
IN CONICAL AND QUASI-PYP~1IDAL HORNS 

R. E. Collin 

B-l~4 

Department of Electrical Engineering and Applied Physics 
Case Western Reserve University 

Cleveland, Ohio 44106 

In the analysis of mutual coupling effects in arrays of conical 
and pyramidal horns it is necessary to know the wave impedance of 
the TE and TM modes in the aperture of the horn. For horns with 
small flare angles Legendre's differential equation is solved by a 
perturbation technique and the wave impedance is derived in terms of 
the spherical Hankel functions and their derivatives. It is shown 
that the wave impedance that is derived from the WKB method is not 
very accurate and hence it is concluded that the use of the WKB 
method is inappropriate. 



B-l~5 

RETURN LOSS OF A RECTANGULAR HORN 

A. Kumar 
Antenna Engineering 
Spar Aerospace Ltd. 

21025 Trans-Canada Highway 
Ste-Anne-de-Bellevue, 

Quebec 
Canada H9X 3R2 

An accurate prediction of the return loss of a 
rectangular horn is of great interest for antenna 
designers. The E-plane and H-plane horns were studied 
by many authors but no such study has been reported on 
rectangular horns with both E-plane and H-plane flares. 

This paper describes the theoretical and experimental 
investigations of a linear single or double tapers 
connecting waveguide and aperture of arbitrary 
dimensions and propagating a fundamental mode. The 
impedances for the tapered waveguide and aperture have 
been analysed separately. The complex reflection co­
efficient is calculated from the impedances. The 
reflection coefficients of the tapered section and 
aperture of the horn have been added vectorially to get 
the total reflection coefficient. From the total reflec­
tion coefficient, the return loss has been calculated. 
We have assumed that the aperture of the horn is a 
rectangular open ended waveguide in the theory to calcu­
late the complex impedance. 

A good agreement was found between theoretical and 
measured return loss of a number of rectangular horns. 
Horn mismatch arises from the tapered section and from 
the aperture of the horn. The reflection from the 
tapered section is small compared to that of the aperture. 
A detailed description on the theory and experiment will 
be given at the Conference. 
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NEW CLASSES OF HYBRID MODE ANTENNAS­
ALTERNATIVES TO CORRUGATED HORN FEEDS 

E.Lier 
Electronics Research Laboratory (ELAB) 
Norwegian Institute of Technology (NTH) 

N-7034 Trondheim-NTH, Norway 

T.Schaug-Pettersen, J.A.Aas 
Division of Telecommunications 

Norwegian Institute of Technology 
N-7034 Trondheim-NTH, Norway 

B-l~6 

Until now the corrugated horn antenna has been the most 
frequently used feed element in reflector antennas 
where low cross polarization over a wide frequency band 
is required, for instance in satellite communication. 
Drawbacks of this antenna are high production costs and 
high weight. Therefore there is a need for simpler 
antenna reeds with the same good electrical performance 
as that of the corrugated horn antenna. 

This paper describes three new patent-applied types of 
horn antennas. The antennas are characterized by 
dielectric materials combined with conical horn 
antennas. They are constructed for supporting the 
hybrid HE, -mode under balanced hybrid conditions. 
Therefore, they will in principle exhibit similar 
radiation characteristics as the corrugated horn, with 
low crosspolarization and low sidelobes over a wide 
frequency band. They are cheaper to fabricate than 
corrugated horns. This will especially be important at 
high frequencies (millimeter waves) where corrugated 
horns become extremely expensive. In addition, one of 
the horn types will have much lower weight than the 
corrugated horn. The two other types are filled with 
dielectric materials. This may cause extra attenuation 
and rloise due to dielectric losses and increases the 
weight. 

The new horn antennas have been measured, with 
crosspolarization lower than -30 dB for all three 
types. One of the horns has shown crosspolarization 
better than -30 dB over more than 40Z bandwidth, with 
sidelobes lower than -26 dB and VSWR<I.2 over almost 
the entire band. 

Further theoretical and experimental development is 
needed to optimize the new horn antennas and develop 
better design tools. The results obtained so far show 
that these horn antennas are attractive alternatives to 
the corrugated horn feeds. 
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COMPACT CORRUGATED POLARISERS FOR DUAL 
FREQUENCY OPEFATION 

J.M. Rebollar 
Grupo de Electromagnetismo Aplicado 

E. T.S. I. de Telecomunicacion 
Ciudad Universitaria, 28040 Madrid. Espana 

Different E-plane corrugations have been used to 
design polarisers (e.g. single-depth, dual-depth, etc), 
due to its robust structure and wide frequency band. 

In many applications, often it is not necessary 
that the polariser work in a continous wide-band, but it 
should operate in two or more discrete bands widely 
separated in frequency. 

In this paper we shall present a compact E-plane 
corrugated square waveguide polariser (figure 1), that 
can be of interest for dual frequency operation. 

An accurate method based on modal Analysis and 
Scattering Matrix Concept of Discontinuities CH. Patzlet 
and F. Arndt, IEEE Trans Microw Theory Tech, MTT-30, 
771-776, 1982) has been used to calculate the phase and 
amplitude of the reflection and transmission coefficients 
of the structure. 

Several advantages have been obtained with this 
polariser. One of them is that it minimizes the 
reflection of both fundamental modes at the same time, 
another is that it is shorther than other kind of 
polarisers for the same allowed magtinude of reflection 
coefficient, due to the fact that very slow slope is 
used. 

Numerical results for different polarisers will be 
presented to support the mentioned advantages. 

-lfff-- -_ . - i .--
- --.. -. -~- .-- ---
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RADIATION CHARACTERISTICS OF N CIRCULAR 
CONDUCTING CYLINDERS SIMULATING 

CYLINDRICAL REFLECTORS 

H. A. Ragheb and M. Hamid 

Antenna Lab., Elec. Eng. Dept. 
University of Manitoba 

Winnipeg. Canada, R3T 2N2 

ABSTRACT 

The simulation of conducting scatterers of arbitrary shape by a 
wire-grid model was introduced by Richmond using the point matching 
technique (IEEE Trans. Ant. and Prop., AP-14, 6, 782, 1966). In this 
paper we simulate a cylindrical reflector by circular conducting 
cylinders of arbitrary number (N), raduis and distribution along the tra­
jectory of the continuous reflector surface. The resulting radiation pat­
tern of the transmitting reflector is computed as the back scattering pat­
tern of the circular cylinders due to a line source excitation at the 
center or focal line. The results are compared for large N with pub­
lished data for a semi-circular cylindrical reflector by Azarbar and 
Shafai (IEEE Trans. Ant. and Prop., AP-26, 3, 500, 1978) and a para­
bolic cylindrical reflector by Kildal (IEEE Trans. Ant. and Prop., AP-
32, 6, 541, 1984). It is shown that, contrary to expectation, the gain, 
beamwidth and level of first and second sidelobes are not necessarily 
improved by increasing the number of cylinders. 
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PHYSICAL OPTICS ANALYSIS OF NASA/JPL 

DEEP SPACE NETWORK 70-M ANTENNAS 

A. G. CHA 

JET PROPULSION LABORATORY, PASDENA, CA 

This paper summarizes the RF analysis and performance of the 
NASA/JPL Deep Space Network (DSN) 70-m shaped dual reflector 
antenna, using physical optics. This very high gain and ultra low 
noise antenna (25 K at X-band and 22 K at S-band, at 30° elevation 
angle) will be operational in time to support the Voyager 
spacecraft encounter with Neptune in 1989. This antenna is based 
on a dual shaped reflector design invented by P. D. Potter. 

The salient feature of the 70-m antenna RF analysis is the use of a 
more rigorous and hence presumably more accurate 
near field approach as compared to the simpler conventional far 
field analysis approach used in most previous ground station 
antennas. By way of an example, the 70-m antenna S-band system 
noise temperature is 22.7 K and 21.3 K, respectively, based on far 
field and near field analysis. The difference of 1.4 K corresponds 
to 0.28 dB in system (G/T) performance in this ultra low noise 
receive system. We will also discuss the ray optics and 
diffraction characteristics of the high efficiency dual shaped 
reflector, which are very different from the familiar paraboloid/ 
hyperboloid design. As a result of Potter's work and recent 
researches at JPL funded by NASA, a much better understanding of 
the dual shaped reflector characteristics and performance has been 
acquired. 
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FOCAL SHIFTS IN PARABOLIC REFLECTORS 

Hao Ling 

Electromagnetics Laboratory 
Department of Electrical and Computer Engineering 

University of Illinois 
1406 W. Green Street 

Urbana, IL 61801 

ABSTRACT 

B-18-10 

Given a parabolic reflector, the maximum directivity is not always achieved 

by placing the feed at the focal point. Depending on the nature of the feed, 

the maximum directivity can be obtained by axially displacing the feed either 

toward or away from the reflector. For low-tapered feeds, the shift should be 

toward the reflector. This result is similar to an optical phenomenon called 

the focal shift. We find that this positive shift depends mainly on the Fresnel 

number of the reflector. For highly tapered feeds, the shift should be away 

from the reflector. This negative shift becomes significant when the reflector 

aperture is small, in units of wavelength. A unified view is presented to 

explain both the positive shift and the negative shift in terms of spillover, 

aperture illumination efficiency and phase asynchronism. For a system with 

optimum aperture edge taper, no focal shift can exist. 
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CURRENTS INDUCED ON UNINSlILATED WIRES WITH FINITE CONDUCTIVITY 

George C. Sherman and James L. Gilbert 
Mission Research Corporation 

P.O. Drawer 719 
Santa Barbara, CA 93102 

Calculations of the response of very long buried and elevated cables to a 
localized electromagnetic source have generally been performed using 
t ransmi ss i on-l i ne theory. That theory is useful when the response is 
dominated by an approximately TEM mode. Although an uninsulated wire 
supports such a mode, it is very diffi cult to excite. Other waves may 
dominate the response, invalidating the application of transmission-line 
theory. 

This study analyzes the response of an infinitely long, uninsulated wire 
with finite conductivity in a homogeneous material to a monochromatic 
voltage-generating source localized near the wire. The mathematical 
approach is similar to that used in the theory of perfectly conducting 
long wire antennas, but the analysis and results are changed significantly 
by the presence of finite wire conductivity. Using Fourier techniques, an 
exact integral representation of the current induced on the wire is 
obtained by solving the full electromagnetic scattering problem. The 
integral is then expressed using contour integration as the sum of pole 
residues and an integral around a branch cut. The residues represent the 
contri but ions of TM modes of the wi re. A 11 of these modes damp out 
immediately except one, known as the principal mode. The principal mode 
is approximately TEM and hence can be treated by transmission-line 
theory. The branch-cut integral represents the cont ri but i on of an 
electromagnetic wave (known as a space wave) that radiates out into 
space. The space-wave can not be treated by standard transmission-line 
theory. 

Numerical comparison of the magnitudes of the space-wave and the princi­
pa 1 -mode cont ri but ions to the cu rrent for rep resentat i ve frequenc i es and 
wire resistances shows that the wire response is totally dominated by the 
space wave. Hence, standard transmission-line theory is not useful. 
Moreover, the results show that theory based on a perfect-conductor model 
of the wire is not very useful either. The current in the resistive wire 
is reduced by a substantial amount (from the perfect-conductor result) 
that is nearly independent of distance from the source over a very long 
range along the wire. An analytical approximation for the magnitude of 
this effect is obtained. 
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COMPUTATION OF THE NEAR FIELD OF AN INSULATED DIPOLE IN A 
DISSIPATIVE DIELECTRIC MEDIUM 

JOhn P. Casey 
Naval Underwater Systems Center, New London, CT 06320 

and 
Rajeev Bansal 

Department of Electrical Engineering and Computer Science 
The University of Connecticut, Storrs, CT 06268 

The near field of an insulated dipole antenna in a 
dissipative dielectric medium is important in microwave 
hyperthermia and geophysical applications. In this paper the 
electric field near an insulated dipole has been calculated by the 
direct numerical evaluation of a surface integral over the 
insulation. The computed results are compared with those 
previously obtained by an approximate numerical calculation (King 
et al., IEEE Trans., MTT-31, July 83). Both approaches produce 
identical results far away from the insulation. However, in the 
vicinity of the insulation, the approximations utilized by King et 
al. are found to be inadequate as indicated by figure 1. 
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QUANTIFICATION OF INDUCED EM FIELDS 
IN FINITE HETEROGENEOUS BODIES 

H. Wang, Y.Q. Liang and K.M. Chen 
Department of Eletrical Engineering and System Science 

Michigan State University, E. Lansing, MI 48824 

A numerical method for quantifying the interaction between 
an EM field and a finite, heterogeneous body is investigated. 
Chen (Research Topics in EM Wave Theory, John Wiley and Sons, 
1981) has derived a set of coupled integral equations to express 
the induced electric fiel d E and the induced magnetic fiel d H 
inside the body, with arbitrary param.eters dt), Il(r') and orr), in 
terms of .the incident electric field E' and the incident magnetic 
field Hl. Recently, we have decoupled this set of coupled 
integral equati0J:ls into a separate electric fiel d integral equa­
tion (EFIE) for E in terms of [' and a separate magnetic field 
integral equation (MFIE) for H in terms of Hl. Advantages and 
disadvantages for using the coupled integral equations or the 
separate integral equations are being investigated. 

One approach seems to provide advantage in the numerical 
calcul ation. This approach is expl ained as follows. When the 
body is illuminated by an incident EM wave, the induced electric 
field inside the body can be divided into the electric mode with 
a linear type of electric field and the magnetic mode with a 
circul atory type of electric field. The 1 inear electric mode can 
be numerically determined without difficulty, but the numerical 
calcul ation of the circul atory magnetic mode encounters slow 
co vergence. To overcome thi s diffi culty, the problem is di vi ded 
into the electric and magnetic modes first. The electric mode is 
determined with the EFIE in terms of the el ectric fiel d. The 
magnetic mode is sol ved with the MFIE in terms of the magnetic 
field which is now linear in nature, thus avoiding the slow 
convergence. After the determination of the magnetic mode, the 
corresponding electric field is found from the obtained magnetic 
field using the Maxwell's equation. The total induced electric 
fiel dis obtained by combining the el ectric fiel ds of the 
electric and magnetic modes. 
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INTERACTION OF ELF ELECTROMAGNETIC FIELDS WITH HUMAN BODY 

H.R. Chuang Department of Electrical Engineering 
K.M. Chen and Systems Science 

C.J. Lin 

Michigan State University, E. Lansing, MI 48824 

Department of Electrical Engineering 
University of Detroit, Detroit, MI 48221 

The present study develops a numerical method to quantify 
the interaction of ELF EM fields with human body based on a 
real istic model of the body situated in a real istic environment. 
Consider a geometry of a human body standing on the ground being 
exposed to an ELF electric field of angular frequency w. The 
contact between the feet (or a part of the body) and the ground 
is represented by a grounding impedance Z. Due to the nature of 
ELF EM fields, the impressed electric field on the body can be 
assumed to be locally uniform, and the body is assumed to be 
equi-potential. The ground effect can be taken into account by 
the method of image. The analysis is simpl ified by using the 
quasi-static approximation. 

To analyze the problem, the induced surface charge on the 
body is determined first. The body surface~is divided into N 
subareas and the induced surface charge 11n.(r) on each subarea "'Sn 
is assumed to be a unknown constant. The lnduced equi-potential 
of the body is assumed to be ~b. The impressed potential on the 
body at the location of £I.S n is assumed to be ~on which is a gi ven 
quantity. The unknown induced surface charge nr and the unknown 
body potential ~b can be determined from the fo lowing matrix 

equatiO["::: ::: ::: ;;2] [::] [:::] 
",S1 ",S2 ",SN ~Z ~b 0 

w 

where the matrix element Mnm represents the potential at "'Sn due 
to the induced surface charge 11 at "'Sm. After the induced 
surface charge is determined, tWe induced current and electric 
fiel d inside the body can be quantified. 

The val idity of the method was checked by first applying it 
to the idealized bodies of sphere and spheroid. After that it 
was appl ied to a real istic model of human body with various body 
positions and various grounding impedances. The following re-
sul ts are of particul ar interest: (1) induced surface charge and 
electric field enhancement factor, (2) short circuit currents for 
various grounding impedances, incl uding resisti ve, capaciti ve and 
inductive, and (3) induced current density and electric field 
inside the body. 
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THE FIELDS OF A POINT SOURCE RADIATING 
IN THE PRESENCE OF A LAYERED CYLINDERICAL OBSTACLE 

L. Wilson Pearson 
McDonnell Douglas Research Laboratories 

P. O. Box 516 
St. Louis, MO 63166 

The electromagnetic fields of time-harmonic point sources of 
z-directed electric and magnetic currents are constructed. The 
source fields are represented by way of the characteristic Green's 
function method so that the angular propagation regime (creeping 
wave) is directly revealed. The source fields are augmented with 
a homogeneous solution that accounts for the layered obstacle. 
The vehicle of electric and magnetic vector potentials is used in 
calculating the homogeneous solution and leads to a partitioning 
of the fields into a superposition of fields that are transverse 
magnetic (TM) and transverse electric (TE) to the axial direc­
tion. The resulting fields in each layer are characterized by 
four scalar constants. 

Because of the axial variation of the fields, the TE and TM 
fields are coupled at interfaces separating materials of differing 
constituitive parameters. This coupling can be represented in 
terms of four-by-four transmission matrices, the cascade of which 
accounts for multiple layers. The elements of the matrices 
comprise Hankel functions whose arguments are dependent on the 
wave numbers of the layers and radii at the interfaces. The zeros 
of this matrix with respect to the (complex) order of the Hankel 
functions are shown to yield the angular propagation wave numbers 
for creeping waves on this structure. It appears feasible to 
determine these wave numbers numerically. 
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ALTERNATIVE SOURCE-FIELD RELATIONS 

Paul E. Mayes 
Electromagnetics Laboratory 

Department of Electrical and Computer Engineering 
University of Illinois 
Urbana, Illinois 61801 

Paper moved to AP-S Session 2/ 

B-l~6 

La communication presente dans la section AP-S Session 2 
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SPATIAL E-WAVE AND H-WAVE PROPAGATION 

Michael R. Havey and T. Koryu Ishii 
Department of Electrical Engineering and Computer Science 

Marquette University 
1515 W. Wisconsin Avenue 

Milwaukee, Wisconsin 53233 U.S.A. 

Propagation supporting characteristics of open space for TEM 
waves are well known, yet, when the open space is excited by 
either E-waves or H-waves, the behavior of the open space against 
these waves is little known or documented. In this paper 
Maxwell's equations are solved in open space for non-TEM wave 
excitation. The E-waves or H-waves are launched into the space 
and the propagation support characteristics are studied. The 
items studied are the impedance and admittance of the space per 
unit distance of propagation, propagation constant, attenuation 
constant, phase constant, wave impedance, wavelength and the phase 
velocity of the propagation. 

For E-wave propagation, when compared with the conventional 
TEM-wave propagation, the impedance per unit distance of 
propagation is decreased by a factor of the square of the 
launching parameter and admittance per unit distance of 
propagation is unchanged, the propagation constant is decreased by 
a factor of the launching parameter and so are the attenuation 
constant and the phase constant. Therefore the phase velocity of 
the propagation increases by the factor of the reciprocal of the 
launching parameter and the wave impedance decreases by a factor 
of the square of the launching parameter. The wavelength is 
longer by the factor of reciprocal of the launching parameter. 

For H-wave propagation, when compared with the TEM-wave 
propagation, the attenuation constant and the phase constant and 
the propagation constant decrease by a factor of the launching 
parameter, the impedance of the space per unit distance of 
propagation is unchanged and the admittance per unit distance of 
propagation decreased by a factor of square of the launching 
parameter. The wave impedance increases by a factor of the 
reciprocal of the launching parameter and so are the phase 
velocity of propagation and the wavelength. 

The launching parameter is a function of the scheme of the 
launching mechanism of the waves to the open space. In both E- or 
H-waves in open space, the wavelength is longer, the phase 
velocity is higher, the attenuation constant and phase constant 
are smaller and the wave impedance is higher than those for the 
TEM-wave propagation at the same frequency. 
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A "LATTERALLY INHIBITED" ARRAY 
ANTENNA FOR LOCATING SOURCES 

Sheldon S. Sandler 
Department of Electrical 
and Computer Engineering 
Northeastern University 

Boston, MA 02115 

B-19-8 

This research concerns the application of physiological vision 
concepts to antenna arrays. The area investigated was the use of 
lateral inhibition for analysing the field received by an antenna 
array. 

Lateral inhibition appears early in visual processing to 
efficiently encode a scene. A retinal cell is surrounded by other 
cells which through lateral connections inhibit the output of the 
central cells. The lateral inhibition mechanism is also an 
efficient way of detecting changes in a visual scene, particularly 
edges. Conversely, when retinal cells are exposed to uniform 
scene segments, the mechanism only produces small changes. 

Image intensives of a visual scene are anlogous to either the 
amplitude or phase of an electromagnetic field quantity. Edges of 
a visual scene are also analogous to rapid changes in field 
amplitude or phase. Based on these analogies, a "laterally 
inhibited" antenna array has been devised to locate sources and to 
analyse the received field. 
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THREE-DIMENSIONAL SCATTERING FROM 
ANISOTROPIC STRUCTURES 

R. D. Graglia 
CESPA, Politecnico di Torino, Italy 

and 
P. L. E. Uslenghi 

Department of Electrical Engineering and Computer Science 
University of Illinois at Chicago 

A three-dimensional scatterer characterized by a complex electric 
suscepti bil ity tensor ~u. and a magnetic suscepti bil i ty tensor ~m 
is considered. The integro-differential equations for the unknown 
electric and magnetic fields previously given by the authors 
(Graglia and Uslenghi, ~4ational Radio Science ~1eeting, Houston, 
Texas, May 1983; IEEE Trans. AP, vol. 32, p. 867, August 1984) are 
solved numerically, by extending to three dimensions the work pre­
viously carried out for two-dimensional problems (Graglia and 
Uslenghi, National Radio Science Meeting, Boston, Massachusetts, 
June 1984; ibid., 1984 AP Symposium Digest, p. 367). 

The three-dimensional computer code is tested on a variety of 
shapes and materials. Extensive results are shown for aniso­
tropic spheres in free space, for anisotropic spherical shells, 
and for metallic spheres coated by a layer of anisotropic mater­
ial; in these examples, different forms for the susceptibility 
tensors are considered. 
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ON SIDELOBE REDUCTION IN LINEAR ARRAYS 
USING RANDOM PHASE 

D. G. Dudley 
Electromagnetics Laboratory 

Department of Electrical ans Computer Engineering 
University of Arizona 
Tucson, AZ 85721 USA 

In linear array design, the desired sidelobe level 
is normally obtained by selection of the amplitude 
distribution from well-known families, such as the 
Taylor distributions. In some applications, however, 
it could be desirable to have a uniform distribution in 
one operational mode and a tapered distribution in 
another. If the main beam is positioned electronically 
with phase shifters, it is possible to obtain a reduc­
tion in sidelobe level by suitable adjustment of the 
phase shifters. Indeed, it has been recently proposed 
(Guo, Y. C. and M. S. Smith, Proc. lEE, yl1Q., pt. H, 
pp. 343-357, 1983) that this be done with random set­
tings of one-bit or two-bit phase shifters. 

In this paper, we explore limitations in sidelobe 
reduction using random phase. We define a stochastic 
process, consisting of the difference between the re­
sulting array factor and the desired array factor. 
Using the central limit theorem, we show that the 
probability density function of the process real and 
imaginary parts approaches bivariate Gaussian in the 
limit as the number of array elements increases. In 
the sidelobe region, the density of the process magni­
tude, to an excellent approximation, is Rayleigh, with 
the approximation exact at the nulls of the desired 
pattern and in the limit as the normalized angle vari­
able becomes large. 

We investigate the applicability of the ergodic 
hypothesis for equating array ensemble averages and 
angle variable averages for a single ensemble member. 
We compare results with computer Monte Carlo experi­
ments. We confirm limitations found in the specific 
cases investigated by Guo and Smith and also conclude 
that the limitations are fundamental for this class of 
problems. 
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GTD ANALYSIS OF THE COUPLING BETWEEN TWO SLOTS SEPARATED BY AN 
IMPEDANCE PATCH ON A GROUND PLANE 

R. Tiberio (*), G. Pelosi, G. Manara 
Dipartimento Ingegneria Elettronica, University of Florence 

Florence, Italy 

and 

P. H. Pathak, R. Rojas 
(*) The ElectroScience Laboratory, The Ohio State University 

Columbus, Ohio, USA 

In designing conformal arrays, an accurate control of the coupling 
among the radiating elements is of importance. To this end the separ~ 
tion between two adjacent elements of the array may be properly adju­
sted and patches of non perfectly conducting materials may be also 
interposed. A useful canonical problem for a GTD analysis of these co~ 
figurations is that of the coupling between two line sources on a gr£ 
und plane separated by a surface impedance strip. In this paper a unl 
form GTD (UTD) formulation is employed for the diffraction at the edge 
of a surface impedance discontinuity which is derived from exact int~ 
gral representations obtained both by Maliuzhinets and by a Wiener-Hopf 
technique. This high-frequency solution together with a spectral e~ 
tension of this method provide an efficient tool for a parametric stuqyof 
this canonical problem. 

Ina previous paper (Tiberio and Pelosi, IEEE Trans. AP-3l, No.4, pp. 
590-596, 1983) a uniform solution was presented for the high-freque~ 
cy scattering from an impedance strip on a ground plane, illuminated 
by a plane wave. By employing the plane wave spectrum representation 
of a line source and by analogy with the UTD formulation for the dif 
fraction at edges in perfectly conducting surfaces, the distance p~ 
rameters involved in that solution are suitably modified to treat the 
example considered here. Contributions from the fields of doubly and 
triply diffracted rays are included in the present analysis. Diffra£ 
ted field contributions from surface waves are also accounted for, 
when they are excited at the edges of the impedance strip. 

Several numerical results are presented and their accuracy is demon 
strated in some examples by comparison with a moment method solution. 
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A NEARLY FREQUENCY-INDEPENDENT 

SIDELOBE SUPPRESSION TECHNIQUE 

FOR PHASED ARRAYS 

George Monser 
Raytheon Company 

P.O. Box 1542 
Goleta, CA 93117 

A nearly frequency-independent technique for lowering 
sidelobes in receive phased-array applications is des­
cribed. Using phase-matched, broadband attenuators with 
each array element, the signal outputs are modified to 
approximated the prescribed illumination. Several illu­
min ation functions were then modeled to show sidelobe 
and beam efficiency trade-offs. Test results for two 
short, lens -fed, linear arrays (N<20) are included and 
compared to predicted values. Sidelobes are shown to 
compare favorable with predicted values (within 1 to 3 
dB). Measured efficiencies agreed within 1 to 2 dB to 
the computed values. 

260 



NON-UNIFORMLY SPACED ELEMENTS LINEAR 
ARRAYS WITH WEIGHTED SYNTHESIS ERROR 

D.C. Patel 
Department of Electronic and Electrical Engtneering 

University of Surrey 
Guildford. GU2 5XH. U.K. 

B-20-4 

Low side lobe levels. beamwidth and broad band performance are 
important characteristics of radiation pattern of an antenna 
array. Several methods are available to calculate the 
exci.tati.on coefficients of elements for uniformly spaced 
elements linear arrays; but the problem becomes highly 
non-linear for non-uniformly spaced elements and analytical 
solutions in closed form are difficult. Iterative numerical 
procedures to minimise the error in mrdirections between the 
computed pattern and the specified pattern have been used to 
design non-uniformly spaced elements arrays. 

A relevant technique for design of non-uniformly spaced 
elements linear arrays is to apply optimising numerical 
procedures to minimise errors in a formulation which uses a 
weighing function between the computed and specified 
patterns. Results of design of symmetrical linear array 
using above method for different weighing functions and 
average inter-element spacing of "/2 and 2". where" is the 
wavelength. have been determined and will be presented. 
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DESIGN OF A HORIZONTALLY-POLARIZED CIRCULAR ARRAY 

M. R. Schrote 
Westinghouse Defense and Electronic Center 

Advanced Development Division 
P.O. Box 746, MS-333 
Baltimore, MD 21203 

Scanning circular antenna arrays have an inherent advantage over 
scanning linear arrays in that in a circuiar array, beam steering in 
azimuth can be achieved simply by shifting the beamforming weights. 
Therefore, unlike linear arrays, the antenna pattern of a circular array 
is not a function of the azimuth beam steering angle. This 
characteristic applies equally to arc arrays in which circular arrays 
have been sectored into arcs and beam steering is achieved by weighting 
the elements of the appropriate arc segment. In addition, by exciting 
different arcs of the circular array independently, multiple 'beams may be 
formed. Other authors have shown that a properly designed arc array is 
capable of performance nearly as good as a circular array. 

This paper describes the design of a horizontally-polarized circular 
array which has been sectored into three 120 degree arcs. By exciting 
each arc independently, three main beams are formed. The circular array 
itself is made up of thirty-three horizontal dipoles which are backed by 
a parasitic reflector dipole. The element weighting in each of the three 
ll-element arcs are Chebyshev weights. An additional phase shift is 
added to each element to cause the pattern of each radiating element in a 
particular arc to add in phase in the direction normal to that arc. 

Prior to any hardware being built, the antenna array was first 
simulated using a Method of Moments (MM) computer code. Using the MM 
code, tradeoffs in th design of the circular array were studied rather 
quickly and inexpensively. In addition, the MM code was used to correct 
for the mutual coupling effects. 

Lastly, patterns measured from the actual hardware are compared to 
the MM simulations. 
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SURFACE WAVE DIFFRACTION BY A TRUNCATED INHOMOGENEOUS DIELECTRIC SLAB RECESSED IN A CONDUCTING SURFACE 

C. W. Chuang 
The Ohio State University ElectroSclence Laboratory 

Department of Electrical Engineering 
Columbus, Ohio 43212 

B-2~6 

The study of surface wave diffraction by a truncated dielectric slab recessed In a perfectly conducting surface Is of Importance In designing flush-mounted dielectric covered antennas. The Incident surface wave gives rise to waves diffracted and reflected by the junction at the termination of the dielectric. A strong reflected surface wave Is undesirable in certain situations In that It may cause a problem In matching antenna Impedances. One way to reduce the surface wave reflection Is to use an Inhomogeneous dielectric near the junction. If the Inhomogeneous dielectric near the junction Is lossy, a substantial reduction In the surface wave reflection can be achieved as demonstrated In the present study. Because of the added complexity by Including inhomogeneous dielectrics, this diffraction problem Is solved using an Integral equation numerical approach. 
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IMPEDANCE LOADING TECHNIQUE REVISITED 

JUANG LU LIN and SCOTT A. HABERMAN 
Electromagnetic Technology 

Boeing Aerospace Company 
P.O. Box 3999, Mail Stop 3A-04 

Seattle, Washington 98124 

Impdeance loading technique has proven effective in 
modifying the amplitude and phase of the induced 
current on a metallic object. This technique is, in 
turn, applied to the parasitic elements of an array 
for a desirable transmitting pattern; to a small probe 
for field or antenna measurements; to a thin and long 
metallic body for the scattering cross section 
modifications (K.M. Chen, IEEE Trans. on Antennas and 
Propagation, AP-14, May 1966; W.P. Hansen, Symposium 
Record, AF Cambridge Res. Lab., Bedford, MA, Sept. 1964). 

A new approach heavily depending on the well-developed 
numerical technique such as a moment methods was 
developed to modify the bistatic scattering cross 
sections of a metallic object illuminated by a plane 
electromagnetic wave at an arbitrary incidence. As a 
verification, the case investigated by Chen and Hansen 
was used and the results were compared. In the course 
of the comparison, we found that the optimum impedances 
computed by Chen and measured by Hansen were quite 
different from our computation. Subsequently, a test 
body was constructed and a built-in circuitry in the 
body was implemented to provide the required impedances. 
A fibre optics cable links the control box and impedance 
circuit to minimize the inadvertent electromagnetic 
interference to the metallic body. The computations on 
the backscattering cross sections are verified by the 
measurement on the metallic bodv alone; and on the 
metallic body with loading. The computed value of 
optimum impedance is also verified by the measurement. 
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VEHICULAR ANTENNA CONCEPTS FOR 
LAND MOBILE SATELLITE COMMUNICATION 

L. Shafai and G.B. Neilson 
Department of Electrical Engineering 

University of Manitoba 
Hinnipeg, Manitoba 

Canada R3T 2N2 

B-20-8 

Circularly polarized vehicular antennas with 4dbi and 8dB i 
gains have been considered for the Canadian coverage zone which 
falls between 10· to 50· elevation angles. Tentative coverage 
bands are 821-825 MHz for the downlink and 866-896 MHz for the 
uplink. For 4dB i gain, antennas with omnidirectional azimuth pat­
terns can meet the requirements and several candidates have al­
ready been developed. However, higher gains of about 8dB i or more 
cannot be achieved with single antennas of acceptable geometries 
for vehicular applications, and an array configuration must be 
used. To date, attention has focussed mainly on the planar arrays 
with a beam steering capability. Microstrip antennas have been 
considered for the array elements, to provide a low cost conformal 
geometry. The beam scanning is normally achieved using the stand­
ard phase shift technology. 

The planar array with a beam scanning in azimuth requires a 
moderately large beam forming network which increases the cost and 
demands a beacon satellite signal. The coverage requirements may 
also be met by arrays with omnidirectional patterns, scanning only 
in the elevation. Such antennas may be adequate for initial phase 
of the MSAT program, and require a relatively simple beam forming 
network to achieve the elevation scan. Reserarch is being con­
ducted to develop array configurations and elements for such ap­
plications. Their performance and potential for MSAT application 
wil be discussed and compared with the azimuth scanning systems. 
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THE USE OF OPTIMIZATION TECHNIQUES 

IN COMPUTER-AIDED-DESIGN OF ANTENNAS. 

G.B. NeiLson, M.A. Barakat 
NationaL Research CounciL 

214-155 CarLeton Street 
Winnipeg, Manitoba, R3C 3H8 

L. Shafai 
Department of ELectricaL Engineering 

University of Manitoba 
Winnipeg, Manitoba, R3T 2N2 

Computer simuLation using various weLL-deveLoped numericaL 
anaLysis routines is an important method of antenna design. The 
purpose of this paper is to describe how one anaLysis routine, 
aLong with certain optimization techniques can be appLied to a 
practicaL design situation. 

So far, the mathematicaL basis for the anaLysis routine has 
been the moment method, using the ELectric FieLd IntegraL Equation 
(EFIE). Rosenbrock's muLti-variate minimization aLgorithm for 
optimization is used and wiLL be described, aLong with the 
considerations for an object function to be minimized. 

These techniques have been appLied to the design of simpLe 
antenna eLements for use in the MSAT mobiLe communications system. 
The design considerations are incLuded as a set of constraint 
equations combining with some geometric constraints to form the 
minimization object function. A turn-key graphics system is used 
to dispLay antenna geometry and pattern pLots, aLLowing for visuaL 
verification by the designer, and providing a method to visuaLLy 
modify the antenna geometry if desired. 

The creation of this CAD environment and the judicious 
appLication of optimization techniques can Lead to the 
efficient design of antennas. NumericaL techniques, because 
of their fLexibiLity, can be appLied to virtuaLLy any design 
situation and can heLp reduce the emphasis pLaced on the 
traditionaL experimentaL methods. 
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EFFECT OF TROPOSPHERIC REFRACTION ON TH.E PERFORMANCE OF 
ADAPTIVE ARRAYS 

Hasny M.Ibrahim 

College of Engineering, Electrical Dept. 
Assiut University, Assiut, Egypt 

Adaptive antenna arrays have found widespread use in satellite 
and airborne communications. However, signals utilized in these 
applications travel a long path through the troposphere before they 
are received by an adaptive array. The adaptive nullingof jamm~ 
ing or interference signals in these conditions depends mainly on 
the exact knowledge of the angles of arrival of these signals. 
Tropospheric refraction will cause these angles to change diurn­
ally according to the state of the troposphere. The well known 
4/3- earth radius is usually used to account for standard 
atmospheric refractions. However, the standard atmospheric 
conditions prevails only during a short period of the diurnal 
cycle. 

The signal to interference plus noise ratio (SINR) is the 
most commonly accepted criterion for the study of the steady state 
performance of an adaptive array and it will be utilized ·in the 
present analysis. The degredation in the SINR of a 3-element 
Applebaum - type adaptive array due to atmospheric refraction is 
presented. Three atmospheric periods namely; standard,cooling,. 
and heating are considered together with their corresponding SINR. 
The analysis indicates that the tropospheric refraction is an 
important factor that has to be taken into account in the design 
of adaptive arrays . 
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AN INVERSE TRANSr.1ISSION PROBLEr.1 FOR THE HELr.1HOLTZ EQUATION 

T. S. Angell and R. E. Kleinman 
Department of r.1athematical Sciences 

University of Delaware 
Newark, DE 19716, U.S.A. 

G. F. Roach 
Department of Mathematics 
University of Strathclyde 
Glasgow Gl lXH, Scotland 

The problem of determining the shape of a homogeneous 
bounded penetrable object from a knowledge of the scattered 
far field (or some functional of the far field such as 
scattering cross section) due to a known incident field 
is considered. This inverse transmission problem is re­
formulated as an optimization problem, specifically, 
finding the surface in a suitably restricted class of 
admissible surfaces which minimizes an appropriate 
functional of the far field generated by the surface 
through the solution of the direct transmission problem. 
The admissible surfaces are characterized as smooth 
deformations of a sphere. Starting with a boundary 
integral equation formulation of the direct problem 
this is recast as an integral equation over a sphere 
with the dependence on the unknown surface shifted to 
a mUltiplicative factor in the integrand which is the 
Jacobian of the transformation of the surface onto a 
sphere. The restrictions on the class of admissible 
surfaces guarantee that the optimization problem has a 
solution. An algorithm for reconstructing the boundary 
of the scatterer is described. 
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INVERSE SOLUTION FOR A SLAB OF RANDOM DIELETRIC DISCS: 
ORIENTATION AND AREA DISTRIBUTIONS 

R. H. Lang and H. A. Saleh 
Department of Electrical Engineering & Computer Science 

The George Washington University 
Washington, D. C. 20052 

The backscattering coefficient from a slab of thin random lossy 
dielectric discs over a flat ground is used to determine the 
inclination angle and area distribution of the discs. The slab of 
random discs can be used to model agricultural corps, such as 
soybeans, in the microwave region. The direct problem,is formulated 
by computing the backscattering coefficient via the Born approx­
imation for the horizontally polarized case. The reconstruction of 
the joint probability density function of inclination angle and area 
distribution leads to a linear Fredholm integral equation of the 
first kind. The integral equation in question is approximated by a 
simple numerical quadrature formula. Due to the ill-posedness of 
the problem, the Phillips-Twomey regularization method with the 
third difference smoothing condition, is used to obtain an in­
version. 

The calculation is done first assuming that the inclination and 
area variables are independent. In this case either the inclination 
or area distribution is taken as known and the other is computed. 
Backscattered data is taken at 9 different angles of incidence 
between 0 to 80 degrees at 2.5 GHz. The solution is found without 
error and then with 1% and 10% randomly distributed errors in the 
data. In the case where both inclination and area distributions are 
assumed to be unknown, back-scattered data is taken at 9 angles of 
incidence between 0 to 80 degrees for nine different frequencies 
between 2 and 3 GHz. Again the inverse is found with and without 
noise in the data. 
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SIGNAL FLOW GRAPHS FOR WAVE PROPAGATION 
IN INHOMOGENEOUS LOSSY MEDIA 

C. O. LEE 
Department of Electrical Engineering and Computer Science 

University of Illinois at Chicago 

Using the piece-wise uniform approximation, a time domain solution 
for one-dimensional wave propagation and profile Inversion in an 
inhomogeneous lossy medium has previously been analyzed (C. O. Lee, 
Proc. IEEE, 70, pp219-228, 1982). Based on the results derived, we 
have developed generalized signal flow graphs for wave propagation 
through a medium In both time and frequency domains, using incident 
and reflected waves as dependent variables. Similar signal flow 
graphs in terms of equivalent distributive voltage and current have 
also been obtained. Our objective Is to seek a better understanding of 
the wave propagation so that we can Improve our inversion procedure. 

With Incident and reflected waves as dependent variables, the signal 
flow graph provides a clear physical Insight to wave propagation in a 
medium. By successive transformation of dependent variables from 
one layer to the next, computer algorithms for wave propagation and 
profile inversion can be logically developed. Since the signal flow 
graph for the lossy medium has the same topology as that of the 
loss less case, many of the existing signal processing techniques and 
inversion methods for the lossless medium can be used for the lossy 
medium. From the graph, the reflected wave at the sending end 
boundary can be decomposed into components which are functions of 
medium parameters in successive layers. The order of significance 
In these components can be used to minimize the cumulated errors 
due to numerial calculation In profile Inversion. 

In terms of equivalent voltage and current,the signal flow graph takes 
on a different topology and the Inversion procedure based on this 
graph is complicated. However, this approach can be used to analyze a 
wide range of problems, including some nonlinear propagations. It 
also suggests means by which the effect of measurement and 
numerical errors can be minimized in the Inversion solution. 
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A VALIDATION ANALYSIS OF THE TARGET-DESCRIPTOR INTERPRETATIONS OF THE 
MUELLER MATRIX ELEMENTS IN POLARIMETRIC RADAR RETURNS WITH THE 

KENNAUGH'S PHYSICAL OPTICS IMPULSE RESPONSE FORMULATION 

SUMMARY 

Sujeet K. Chaudhuri 
Department of Electrical Engineering 

University of Waterloo 
Waterloo, Ontario, Canada N2L 3Gl 

and 
Bing-Yuen Foo and Wolfgang-M. Boerner 

Communications Laboratory, Electromagnetic Imaging Division 
Department of Electrical Engineering & Computer Science 

University of Illinois at Chicago 
Chicago, IL 60680 

TtTSl<nown that high frequency radar interrogation may disclose fine 
geometrical structures of targets, whereas low frequency interrogation may 
recover such coarse information as target si zes and vol umes. Any target 
descriptor which is intended to describe the geometry has to be defined on a 
high frequency basis and thus its validity becomes questionable at low fre­
quencies. In the phenomenological target-descriptor approach of Huynen, the 
frequency range of validity has not been established, nor have the descrip­
tors been rigorously related to the target geometry by using the electromag­
neti c theory. In view of these unresol ved probl ems, the main objective of 
this paper is to show, based on electromagnetic theory, that.Huynen's phe­
nomenological target-descriptors, at high frequencies, can be closely re-
1 a ted to specul ar geometry (i n parti cul ar, specul ar curvature) and target 
orientation. Numerical analysis with measured polarimetric backscattering 
data is shown, and application of the descriptors in radar target discrim­
ination or identification is suggested. 

In this work, first the relationship between the elements of the scattering 
matrix ([S]) and the Mueller matrix ([M]) are established. Next, by using 
these expressi ons along with the fi rst order corrected physical optics 
impulse response formulation, certain approximate relations between the 
Mueller matrix elements and scatterer physical characteristics are estab-
1 i shed. Now it is possible to compare the phenomenological target-des­
cri ptor interpretations of these Mueller matrix el ements with the above 
electromagnetically established geometry related expressions. 

During the numerical validation studies the experimental backscattering data 
on ell i psoi dal structures are used. These data primari ly consi st of two 
contributions: one specular contribution and the other creeping wave 
contribution. A time-domain scheme is developed to separate these two 
individual components in the measured frequency-domain broadband back­
scattered data. It is shown that the validation of the target-descriptor 
interpretations of the Mueller matrix elements with the isolated specular 
contribution data is acceptable, whereas the validation of these inter­
pretations with the total back scattered data is doubtful. 
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BASIC PROPERTIES OF THE BI-STATIC RADAR TARGET SCATTERING MATRIX 

Alexander B. Kostinski and Wolfgang-M. Boerner 
Communications Laboratory 

Department of Electrical Engineering & Computer Science 
University of Illinois at Chicago 

The theory of the bistatic radar target scattering matrix is put on a 
firm mathematical basis and analyzed in terms of Kennaugh's character­
istic polarimetric target operator theory. The developed theory is 
extended and general i zed for treati ng a vari ety of cases of speci fi c 
multistatic transceiver arrangements from a unified point of view. 

SUMMARY 
It 1S shown that the radar echo maximization-minimization problem is 
equivalent mathematically to an extremum problem of various bilinear 
forms defi ned by the 1 inear target scattering operator [S] acti ng on 
members of a fixed vector space of polarization states, which are 
related by a class of unitary transformations. 

For instance, it is shown that cases of the monostatic arrangement of 
(i) different receiver-transmitter pol ari zation states, (ii) bi static 
arrangements, but identical polarization states, and finally, (iii) 
monostati c arrangement of i denti cal pol ari zati ons, correspond respec­
tively to symmetric bil inear quadratic and symmetric quadratic forms 
(symmetric in basis coordinates). The general case is, of course, that 
of a general bilinear (multilinear/multistatic) form. 

The above-mentioned degenerate cases are used to demonstrate the exist­
ing differences which affect monostatic versus bistatic set-ups, as 
well as optional polarization null properties of [S], which are 
essential for polarimetric target null signature interpretations. 

The theorem about the possibil ity of simultaneous diagonal ization of 
two quadratic (Hermitian) forms, (one of which is positive definite) is 
utilized in order to investigate applications to the target vs. clutter 
discrimination problem. 

The possibility of extending the theory to multilinear forms (multi­
static set-up) and general i zation to parti ally pol ari zed states are 
also demonstrated. 
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Modulation Transfer Function and Image Transmission Through 
Randomly Distributed Spherical Particles 

Yasuo Kuga and Akira Ishimaru 
Department of Electrical Engineering 

University of Washington 
Seattle, Washington 98195 

Image transmission through a random medium is important in 
many areas such as millimeter wave applications, optics, radar 
target identification, and underwater optics. Transmitted images 
are often affected by the presence of particulate matter and 
turbulence between the object and the detector. The quality of 
imaging systems is usually expressed using the Modulation 
Transfer Function (MTF) which is the ratio of the modulation in 
the image to that in the object as a function of the spatial 
frequency (cycles per mm) of the sine wave pattern. The MTF can 
be used to express the quality of transmitted images through a 
random medium. In the past some experimental results, such as 
the MTF measurements through fresh water that contained both 
refractive index fluctuation and particulate matter, were 
obtained. However, experimental data obtained in situ in which 
scattering characteristics of a random medium are difficult to 
measure are not often useful for comparison with theories. In 
order to compare the experimental results with theories, it is 
desirable to obtain experimental data in controlled conditions. 

In this paper we will present the experimental results for 
the MFT through a random distribution of polystyrene microspheres 
suspended in water. The experimental system consists of the 
incoherent light source (wavelength = 0.63 11m), objects with 
different spatial frequencies, the scattering cell, the image­
forming lens, and the 512-elements array detector. Results are 
obtained for particulate sizes of 0.109 and 5.7 11m, densities 
much less than 1%, and the optical distances between a and 8. 
Our preliminary results show that when the particle size is much 
larger than the wavelength, the transmitted image is affected by 
the incoherent intensity, and the cutoff frequency is close to 
the value obtained using the mutual coherence function with a 
large particle approximation. It is also observed that the 
cutoff frequency depends on the optical distance and decreases as 
the optical distance increases. On the other hand, when the 
particle size is much smaller than the wavelength, the 
transmitted image is affected by the reduced coherent intensity, 
and the cutoff frequency is close to that of the experimental 
system without particles. 
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OPTICAL BEAM PROPAGATION IN RANDOM MEDIA 
BASED ON RADIATIVE TRANSFER THEORY 

Hung-Wen Chang and Akira Ishimaru 
Department of Electrical Engineering 

University of Washington 
Seattle, Washington 98195 

Optical beams are used for communication through the atmos­
phere and ocean water. However, the atmospheric turbulence 
and scatterers such as rain, fog, clouds, hail, and snow cause 
multiple scattering and severely limit the data transmission 
rate. For optical beam propagation in discrete scatterers such 
as fog, clouds, and smoke, the radiative~transfer theory has 
been widely used. Even though extensive studies have been made 
for a plane wave incident on a slab of scatterers, the complete 
beam wave solution is not available at present. The first-order 
solution and the diffusion approximation are applicable only 
for small and large optical depths and are not applicable to the 
most practical region where the optical depth 1s 1 to 30. 

The equation of transfer in the cylindrical system is a 
integral~differential equation with four independent variables. 
A Fourier~Bessel transform version of the equation of transfer 
in a cylindrical system is derived. This equation has one less 
independent variable and fewer differential operators. It con­
tains one additional variable wand one parameter K the spatial 
frequency. When K is set to zero, the new equation becomes 
identical to the plane wave equation of transfer. At present, 
closed-form solutions are not available. To obtain the numeri­
cal solution, we extend the idea of the Discrete Ordinate Method 
by using Legendre-Lagrange polynomials as basis functions for 
spherical harmonics expansion in W and~. The original beam 
equation of transfer is approximated by a system of differential 
equations which is then solved by the eigenvalue-eigenvector 
technique. The final solution is obtained by taking the inverse 
Fourier-Bessel transformation of the solution to this beam wave 
equation of transfer. 

Numerical results show that for small optical depths all 
frequency components contribute to the final intensity, but for 
large optical depths only low frequency components contribute. 
For a narrow beam, the transmitting flux due to the diffused 
specific intensity gradually becomes comparable to that of the 
reduced specific intensity for T near 15 and becomes saturated 
after T = 35. This beam spreading behavior is consistent with 
the experimental measurements. The result is significantly dif­
ferent from that of a plane wave solution. Even though the beam 

'wave equation of transfer requires extensive numerical calcula­
tions for a complete narrow beam solution, it does provide a 
better description of the beam wave propagation in the random 
media in the useful range of optical depths. 
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The Effective Constitutive Parameters of ~ Forest 

M. Abouzahra, L. Lewin, H.X. Lian, University of Colorado, 
Boulder. (Dr. Lian was on leave from the Peking Institute 
of Posts and Telecommunications, Peoples Republic of China) 

To the extent that the tree trunks in a forest can be modeled 
by a uniform array of vertical cylinders, whose permeability is 
unity and whose permittivity can be found from the properties of 
the wood, an effective permittivity for the forest medium can be 
calculated, and used to predict average propagation and surface 
wave properties. Actually, it is the propagation constant rather 
than the permittivity that is determined, the effective 
permeability being assumed to be unity. Because of the occurence 
of resonances at the higher frequencies in the trunks, magnetic 
energy can be stored, and the effective permeability, due to such 
structural effects, need not be unity. In order to determine 
whether this effect is significant, a thorough analysis was made 
of the reflection and transmission of a plane wave obliquely 
incident on a uniform semi-infinite array of cylinders. For 
vertically polarized waves, the effective permeability was found 
to be not significantly different from unity. For horizontal 
polarization, both the real and the imaginary part of the 
magnetic susceptibility, in a typical example, was about 10-4 • 
For the electric susceptibility, the imaginary part was about 10-3 , 
and the real part about 0.05. The upper limit of the approxi­
mations inherent in this analysis corresponds to a frequency of 
about 15 MHz, about 10 times lower than the resonant frequency in 
the trunks, but the conclusion appears to be that the effect on the 
permeability is relatively small compared to that on the 
permittivity. 
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GEOMETRIC OPTICS IN INHOMOGENEOUS NONSTATIONARY MEDIA WITH 
SPATIAL AND TEMPORAL DISPERSION 

Kurt Suchy 
Institute for Theoretical Physics, University of Dusseldorf, 

Fed. Rep. Germany 

Media treated in geometric optics are mostly stationary with­
out spatial dispersion. The results can be conveniently gener­
alized with four-vectors 

a a ta t a a a 
J:C:= e + ~l' ax:= ax + ~ at' ~:= k - g w, aK:= ak - haw' 

where ~t·gt = 1 = -~t'~t/C2 = _c2~t.~t. With the 6x6 and lx6 

matrices 

tl:= [-W;;+ig -kx!lj' ~:= [;; 0] E:= [~l 
+~x~ -w~ 0 ~ g 

(the column matrix f comprises the slowly varying factors of 
the electric and magnetic wave field), Maxwell's equations in 
geometric optics approximation are 

rM(i+1)+...2... C]'f = 0 
L~ at ~ -

++ "3 f( 
with a:= aK ax 

~he zeroth approximation ~.~ = 0 is an algebraic relation. The 

factorized determinant of ~ yields six modal dispersion equa­

tions ~ = 0 with M = ±1, ±2, ±3. For each mode a set of Hamil­
ton equations can be derived: 

dX 

dT 

aD 

aK dT ax 

The first approximation leads to the transport equation 

...2... . a2W + a2~ = 0 
ax -

for the complex amplitude a of f with the transport vector 

d15 -aD/a15 aw 
~ := dt = an/aw = ak + ~t· 
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BACKSCATTERING CROSS-SECTION OF 
N PARALLEL CONDUCTING CIRCULAR CYLINDERS 

H.A. Ragheb and }1. Hamid 
Antenna Lab., Elec. Eng. Dept. 

University of Manitoba 
Winnipeg, Canada. R3T 2N2 

B-21-10 

The scattering pattern and backscattering cross section, due to an 
E-polarized plane wave incident on N circular parallel conducting 
cylinders in an arbitrary two-dimensional configuration, is com­
puted by the boundary value method. The results compare favourably 
for thin cylinders with an approximate solution based on an ex­
tension of the Karp-Russek technique for large separation between 
any two adjacent cylinders relative to the larger diameter. The 
results indicate that for broadside incidence and fixed radii and 
separation of an equispaced linear array of cylinders, the maximum 
backscattering cross section increases monotonically with increas­
ing number of cylinders. On the other hand, for normal incidence 
and fixed radii, the peak of the maximum backscattering cross 
section occurs at the same separation between the cylinders regard­
less of the number of cylinders. 

y P(p,cp) 

~---~~~L---------------------~X 

Fig. 1 Geometry of the problem. 
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ON HF NETWORKS AND LINK PROTOCOLS 

M. Nesenbergs 
National Telecommunications and Information 

Administration 
Institute for Telecommunication Sciences 

Boulder, Colorado 80303 

This paper addresses the capabilities and limi­
tations that high-frequency (HF) radio links impose on 
HF network structure and performance. When compared to 
other broadband networks, such as those available via 
satellite, terrestrial microwave, or optical fibers, 
the lesser capacity HF radio nets can be viewed as 
minor adjuncts or as emergency backup. Rapid terminal 
deployment is supported by easily available and inex­
pensive shortwave equipments. Broad area coverage for 
otherwise inaccessible sites has been a historic plus 
for HF radio. 

Depending on geographies involved, the physical 
phenomena of the ionosphere cause time-varying signal 
distortions (e.g., fading). Often these distortive 
characteristics can be identified in near real-time and 
their influence can then be at least partly counter­
acted. Techniques, such as frequency forecasting, 
sounding, multi-frequency management, modulation, error 
control coding, and special HF link level protocols are 
all examples of useful networking tools. In parti­
cular, the ARQ link protocols that ~~st func!£on full 
duplex in the BER region between 10 and 10 call for 
unique network tradeoffs between throughput, delay, and 
perhaps mean times before buffer overflows. 
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On Groundwave Radio Networks 

Dr. Hugo E. de Pedro 
GTE Government Systems Corporation 

Communication Systems Division 
77 MAM Street 

Needham Hei ghts. MA 02194 

C-1-2 

This paper discusses issues related to the design of groundwave 
radio networks. These networks have an important role in military 
communication systems because of their inherent independence of 
atmospheric environmental conditions. This characteristic makes them 
very useful in the performance of functions in stressed environments. 

Examples of groundwave radio network designs are presented and 
discussed. These examples include an MF network design and an IF 
network design. 

The MF network is a spread spectrum network used to provide 
communications for command and control of ground missile forces. The 
radio network utilizes a simulcast transmission scheme whereby 
messages are retransmitted by all nodes upon reception. The average 
power of the received signal Is Increased by all the transmitters' 
contributions but the random phase a.dditfons result In a fading signal at 
the receivers. Computer simulations of network performance have 
demonstrated that the simulcast power gain more than offsets the 
degradation due to fading. 

Examples of relay network designs are provided for the MF 
network and for an IF nationwide network. The Improvement in network 
throughput over the simulcast scheme Is demonstrated. The effect of 
interference from other system nodes Is minimized by proper selection of 
time-frequency channel assignments to each node, taking geographic 
locations into consideration. 
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SIGNALLING CONVENTIONS AND PROTOCOLS 
IN AREA COVERAGE DIGITAL RADIO 

Don Nielson 
SRI International 

Menlo Park, California 94025 

ABSTRACT 

Packet radio is a technique of providing digital 
radio networking to a set of mobile users distributed 
over some geographical area. Information is packetized, 
with each such packet having some autonomy in wending 
its way from source to destination. The present design 
uses line-of-sight frequencies and broadcast and re­
transmission strategies to maintain network connec­
tivity. The strategy of applying packet formats to an 
intermittent (from fading and obscuration) and 
impulsive-noise channel will be discussed. Since the 
modulation of packet radio is spread spectrum, channel 
impact on wide bandwidth signals is also discussed. The 
frequency of concern is L-band. 

, Aside from the modulation and detection design, 
there are a variety of protocols that serve the mobile 
user, routing, and network. management in general. These 
elements wil be addressed, time permitting. 
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FREQUENCY SHARING BETWEEN ISS AND BSS SYSTEMS NEAR 23 GHZ 

C. W. Wang and C. A. Levis 
ElectroScience Laboratory 
The Ohio State University 

Department of Electrical Engineering 
Columbus, Ohio 

C-1-4 

The 1979 World Administrative Radio Conference (WARC 79) 
authorized the use of the 22.55-23.55 GHz band by the Inter­
Satellite Service (ISS) and the use of the 22.5-23.0 GHz band by 
The Broadcasting-Satellite Service (BSS) in region 2. This 
requires frequency sharing between 22.55 and 23.0 GHz. Allowable 
geometries for such sharing are calculated on a single-entry 
basis. It is found that sharing is not allowed for a 
"pathological" geometry in which the intersatellite link 
approaches 1600 , the BSS satellite is located very near the ISS 
transmitting satellite, and the BSS coverage area includes the 
part of the Earth nearly in line with the ISS receiver. Thus, 
if BSS satellites are allowed at low elevations in low or medium 
latitudes, it will be necessary to restrict very long ISS links 
to the unshared portion of the band. 

Under this restriction it is found, for realistic antenna 
gains, that the BSS system will always be protected sufficiently 
if the ISS system protection is sufficient. The required 
satellite separations are calculated and presented as a series 
of universal curves, one sheet for each ISS receive antenna gain 
value under consideration. 

"Pathological" Geometry 
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PACKET SWITCHING IN CELLULAR RADIO SYSTEMS 

by 
H. M. Hafez, S. Riordon and S. Aidarous 

Dept. of Systems and Computer Engineering, 
Carleton University, 

Ottawa, Ontario, Canada, K1S SB6 

In cellular mobile radio systems, the radio frequencies 
(channels) are shared among the mobile telephones by means of 
circuit switching, hand-off techniques and frequency reuse in 
space. These conventional techniques are justified for normal 
telephone calls where the average call duration is about three 
minutes. However, in many conventional mobile radio applica­
tions, the call duration is too short to justify the time wasted 
in setting up the channel or the complicated hand-off techniques. 
Examples of the short call applications are: emergency calls, 
dispatch services and many data communication applications. In 
order to accomodate these applications in mobile cellular radio 
systems, new frequency sharing strategies should be considered. 

In this paper we propose a novel scheme where mobile 
terminals with bursty traffic can share a number of radio 
frequencies on a packet switching basis. The proposed technique 
does not require hand-off or channel set-up procedures, and it 
takes advantage of the bursty nature of the traffic and the 
spatial distribution of the simulateously active terminals. The 
proposed system is analyzed. The analysis relates the 
probability of successful transmission to the traffic density. 
The proposed system is then simulated. 
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EVALUATION OF PILOT SSB SYSTEMS 

M.J.Burke and L. Boucher 
Department of Communications, Communications Research Center, 

Ottawa, Canada 

A change of modulation system from Frequency Modulation (FM) to a 
more spectrally efficient modulation mode (Single Sideband - SSB) 
is considered in order to permit a further growth in the use of 
civil land mobile radio, particularly in the VHF and UHF bands. 

Problems associated with conventional SSB systems have been 
eliminated by the introduction of 1) a pilot tone transmitted 
with the voice, and 2) amplitude companding. The pilot tone can 
take several forms, e.g., pilot carrier, in-band pilot tone, 
above band pilot tone, or a complex audio sub-carrier containing 
control information (ex.: Lyncompex, Syncompex). Amplitude 
companding is the amplitude compression/expansion of the audio 
signal, and is used to reduce the noise floor of the transmitted 
signal. 

Two single sideband systems using amplitude companding and an 
above band pilot (ACSB) have recently become commercially 
available, and have been studied for use in Canada. In 
particular, determination of interference criteria (separation 
distances between FM & ACSB, co-channel re-use distances, etc.) 
has been made for assi9nement purposes. Because of the presence 
of the pilot tone, specLal tests had to be developed. 

Preliminary results suggest that a 50 dB adjacent channel 
protection ratio (as given by the commercial ACSB units) is not 
sufficient to provide adequate interference protection at 5 KHz 
spacing. Typical FM systems operating at 25 or 30 KHz spacing 
offer in excess of 70 dB adjacent channel protection to the 
desired FM signal. In their actual form, the ACSB transceivers 
would require approximately a 7 KHz channel bandwidth to provide 
70 dB isolation-between stations. . 

Intermodulation produced by the non-linearities of the power 
am~lifier is the major cause of spurious emissions into the 
adJacent channels. In-band pilot, inverted audio, or better 
linear amplifiers are possible solutions to reduce or limit the 
spreading of the intermodulation in this kind of system. 

Many other techniques such as the ones developed for the 
Syncompex systems,· or techniques like the speech envelope 
normalisation, the inversion of the audio signal, transparent 
tone in-band, and digital signal processing (DSP) of the audio 
signal are planned to be investigated individually and/or in 
combination with the others to improve the efficiency of pilot' 
SSB in the VHF and UHF bands. Using DSP, some of the analog 
sections used for functions such as the insertion of the pilot, 
preemphasis, amplitude companding, frequency companding

i 
and 

other analog audio sections could be replaced by·a sing e DSP 
chip in order to reduce the cost of a pilot SSB system. 

All these new developments open the way to many economical 
alternatives toward a more effective use of the radio spectrum in 
the UHF and VHF land mobile radio bands. 

287 

iill 



0-1-7 

RADIO COMMUNICATION AND NAVIGATION IN 
THE PRESENCE OF LINEARLY DISTRIBUTED NOISE SOURCES 

Charles E. Cook 
The MITRE Corporation 

Bedford, MA 01730 

Paper withdrawn/ 
La communication a ete retiree 
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WEDNESDAY. June 19 

Digital Signal 
Processing 

P.M. 

URSI COMMISSION C - SESSION C2 

1:30 - 5:00 
LAW 178 

Le MERCREDI 19 juin 

Traitement numerique 
des signaux 

Chairperson/President: A.M. Peterson. Stanford University. Stanford. CA. USA 

1 REMOTE SENSING OF SEA ICE USING SYNTHETIC APERTURE RADAR. J.F. Vesecky. R.N. 
Bracewell. M.P. Smith. Stanford University. STARLAB. Stanford. CA. USA 

2 THE MULTI-CHANNEL SPECTRUM ANALYZER. I. Linscott. K.S. Chen. A.M. Peterson. Stanford 
University. STARLAB. Stanford. CA. USA 

3 HYBRID ANALOG/DIGITAL SIGNAL PROCESSING FOR DATA COMMUNICATIONS IN A MUL­
TIPATH CHANNEl. J.H. Fischer. J.H. Cafarella. Massachusetts Institute of Technology. lincoln 
Laboratory. Lexington. MA. USA 

4 150 BPS DIGITAL CHIRP MODEM DESIGN IMPLEMENTED USING NEC 7720 SIGNAL PROCES­
SOR. T.J. Kahwa. Department of Communications. Communications Research Centre. Ottawa. ON 

5 FILTERING OF DATA IN GEOPHYSICAL TOMOGRAPHY IMAGE RECONSTRUCTION. J.D. Bent­
ley. C.A. Balanis. Arizona State University. Dept. of Electrical and Computer Engineering. Tempe. AZ. 
USA 
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REMOTE SENSING OF SEA ICE USING SYNTHETIC APERTURE RADAR 

J. F. Vesecky, R.N. Bracewell and M. P. Smith 
STARLAB, Stanford University, Stanford, CA 94305 

Remote sensing using synthetic aperture radar (SAR) images provides an 
excellent opportunity for both observation and prediction of sea ice motion 
and deformation. Radar images at 23 cm wavelength can be collected day or 
night and through clouds. However, tracking sea ice features over a series of 
co-spatial images separated in time is a tedious and time consuming process to 
do manually even when computer assisted. Hence, only a very small fraction of 
the sea ice, SAR images collected by SEASAT have been so analyzed. The 
objective of the research reported here is to automatically identify and track 
unique features in sea ice images in order to observe sea ice motion and 
deformation. It is important to recognize that the desired physical 
measurement at each point in the ice field is a tensor (movement and 
distortion) not simply a velocity vector. The sea ice image processing 
algorithm begins with averaging to make a typical 100 x 100 km image 
(64,000,000 sample pOints) more tractable. An algorithm based on lack of 
correlation with surrounding regions identifies unique 'tie pOints' at 
appropriate intervals over the reference image. These points are then located 
in the next image of the sequence uSing a guided correlation process. This 
yields a displacement field over the sea ice image. Movement and distortion 
of the sea ice are derived from the displacement field. This algorithm has 
been succcessfully applied to an ersatz SAR sea ice image. Results for real 
SAR sea ice images in the Beaufort Sea will be presented and compared with a 
computer assisted manual analysis. 
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THE MULTICHANNEL SPECTRUM ANALYZER 

I.R. Linscott, K.S. Chen, A.M. Peterson 
Space, Telecommunications and Radioscience Laboratory 

Stanford University 
Stanford, CA 94305 

The MCSA is a special purpose digital signal processor. 

C-2-2 

Its main function is to filter a wide-band signal into many 
narrower bands, so that each of the output bands has a 
bandwidth that is a better match to the signal being 
searched~ for. 

Instead of using a single large Fast Fourier Transform 
(FFT), the MCSA derives its narrow bands by cascading two 
stages of digital bandpass filters with moderate-sized 
Discrete Fourier Transforms (DFT). FFT operations do not 
yield convenient signals for deriving the intermediate 
bandwidths that the MCSA delivers. Furthermore, it is 
possible to provide better RFI rejection with the bandpass 
filter technique. An FFT has a worst-case side10be 
(adjacent bin) response that is only 13 dB below the 
response of the main lobe. A bandpass filter can be 
designed to give more than 70 dB of adjacent channel 
rejection. 

The first bandpass filter splits the input signal into 112 
bands, each approximately 74 kHz wide. Each of these 
74-kHz-wide signals is then filtered by a second bandpass 
filter which further subdivides the signal into 72 bands. 
Each of the resultant bands is about 1024 HZ wide. 

The 1024-Hz signals are then fed either to a 36-point DFT 
or to a 1152-point DFT to form the final 32-Hz or 1-Hz 
outputs, respectively. Each of these bandwidths (1 Hz, 32 
Hz, 1024 Hz, and 74 kHz) is available as a output of the 
MCSA. The magnitude squared value of each output sample is 
computed and is available as the square-law-detected power 
output. Except for the 74-kHz bandwidth, the complex 
signals from the other bands are also available as outputs. 

291 

III 



C-2-3 

HYBRID ANALOG/DIGITAL SIGNAL PROCESSING FOR DATA COMMUNICATIONS 
IN A MULTI PATH CHANNEL 

J. H. Fischer and J. H. Cafarella* 
Lincoln Laboratory, Massachusetts Institute of Technology 

Lexington, Massachusetts 02173-0073 

The development of a hybrid analog/digital signal processor is 
described which can provide, in compact equipment, the wide variety 
of signal processing tasks required to achieve robust network 
communication links in a diffuse multipath environment. The analog 
pre-processor and digital post-processor prove to be an ideal 
combination for performing various signal processing functions 
required of a distributed communications network. Analog signal 
processing is performed with surface-acoustic-wave convolvers used 
as programmable matched filters that provide greater than 30-dB 
improvement in signal-to-noise ratio. Binary post-processing of the 
matched-filter outputs extends the overall processing gain to as 
much as 60 dB. The wideband outputs of the matched filter, which 
have a 200-MHz instantaneous bandwidth, are applied to a digital 
integrator/post-processor which performs both coherent and 
incoherent signal processing for detection, demodulation, and 
ranging measurements in the presence of a dense multipath profile. 
The coherent digital processor is desirable in order to optimize the 
signal-processing gain. When Doppler conditions will not allow the 
use of the coherent digital processor, an incoherent digital 
processor, realized at the expense of little additional circuitry, 
is used. The incoherent processor also allows ranging measurements 
to be made in the presence of data and allows a wider selection of 
data rates. The hybrid processor can resolve multipath for 
demodul ation and ranging down to 3 meters. In response to channel 
conditions, the processing gain (instantaneous time-bandwidth 
product) can be varied from 103 to 106 with the commensurate and 
nearly ideal tradeoff of data rate from 90 Kbits/sec to 44 
bits/sec. 

*Present address: MICRILOR, P.O. Box 624, Swampscott, MA 01907 
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150 BPS DIGITAL CHIRP MODEM DESIGN 
IMPLEMENTED USING NEC 7720 SIGNAL PROCESSOR 

Abstract 

by T.J. Kahwa 
Department of Communication 

Communication Research Centre 
P.O. Box 11490, Station 'H' 

Ottawa, Ontario K2H 8S2 

Some of the factors that affect good performance 
of a High Frequency (HF) data modem are frequency 
selective fading, transmitter-receiver mistuning, 
intersymbol interference due to multipath, wide 
dynamic range in received signal strengths and 
strong co-channel interference. Solution to some 
of the problems above relies on selecting a good 
modulation method. Linear frequency modulation 
(Chirp) has been suggested (G.F. Gott and J.P: 

C-2-4 

Newsome, "HF Data Transmission Using Chirp 
Signals", Proc. lEE, Sept. 1971) as one possible 
solution. Earlier reported HF data modem designs 
used analog components - resulting in designs that 
were quite sensitive to component value changes. 

The presentation and discussion will cover the 
theory, implementation, and test results of a 150 
bit per second (bps) HF data modem. It is 
implemented almost entirely in software using an 
NEC 7720 signal processing chip, augmented by AID, 
DIA and timing support circuitry. 
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FILTERING OF DATA IN GEOPHYSICAL TOMOGRAPHY IMAGE 
RECONSTRUCTION 

James D. Bentley and Constantine A. Balanis 
Department of 'Il ectri ca 1 and Computer Engi neeri ng 

/l.ri zona State Uni vers i ty 
Tempe, AZ 85287 

ABSTRACT 

Whenever a picture is copied, imaged, scanned or transmitted, 
or when attempts are made to reconstruct an image from data, the 
picture quality may suffer. Various techniques have been examined 
and utilized to enhance the image quality by designing techniques 
which compensate for the effects (known, unknown, or estimated) of 
degradation. This process is generally known as imagerestoration, 
and it utilizes extensively filtering methods. 

In geophysical tomography image reconstruction can be achiev­
ed by transmitting electromagnetic waves and receiving the energy 
associated with them after it has travelled through the medium 
which we desire to reconstruct its image. Various iterative re­
contruction techniques [such as the Algebraic Reconsturction Tech­
niques (ART) and Simultaneous Iterative Reconstruction Technique 
(SIRT), and others] have been successfully util ized to reconstruct 
images in geophysical, medical and other applications. In those 
both straight-line and refracted paths, obtained using ray-tracing 
procedures, have been utilized. Although the quality of the re­
stored image is usually acceptable in many applications using such 
techniques, it has been found that significant improvements in 
image reconstruction can be attained by attempting to restore the 
image. Filtering is one process which is extensively used to re­
store images. 

In this paper various types of filters are examined and ap­
plied to reconstruct and restore images of objects which are 
buried within the earth and possess conductivities higher and 
lower than those of the earth itself. The types of filters con­
sidered are the majority filter, median filter, median + 1 filt­
er, mode filter, low- and high-pass filters, and a noise clean­
ing algorithm. A prime objective of this investigation is to de­
fine the boundaries, compared to the surrounding medium, of the 
buried object. A high-pass filter PQ5SeSSes those desired char­
acteristics which tend to emphasize edges and areas of large vara­
tion. The figure-of-merit used to judge the achievement of this 
process is the minimum variance partitioning. A secondary objec­
tive is to determine the relative and absolute contrasts of the 
anomaly and its surrounding environment. All of the filters ex­
amined possess their own strengths and weaknesses. The filter 
chosen in a given application will depend largely on the desired 
features of the restored image. 
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THURSDAY. June 20 

Information Theory 
and Coding 

A.M. 

URSI COMMISSION C . SESSION C3 

8:30· 12:00 
LAW 178 

Chairperson/President: V.K. Bhargava. University of Victoria. Victoria. BC 

Le JEUDI 20 juin 

Theorie et codage 
de !'information 

1 (8:40) CONVOLUTIONAL CODING AND SEQUENTIAL DECODING. D. Haccoun. Ecole Poly tech· 
nique de Montreal. Dept. of Electrical Engineering. Montreal. PQ 

2 (9:10) ON THE UNDETECTED ERROR PROBABILITY OF LINEAR BLOCK CODES. C. Leung. 
University of British Columbia. Dept. of Electrical Engineering. Vancouver. BC 

3 (9:40) ADAPTIVE FORWARD ERROR CORRECTION TECHNIQUES FOR DIGITAL COMMUNICA· 
TIONS BY SATELLITE. V.K. Bhargava. University of Victoria. Dept. of Electrical Engineering. Vic· 
toria. BC 

4 (10:10) AN OPTICAL FIBER BASED LOCAL BACKBONE NETWORK. A. Elhakeem. J.F. Haye •• 
Concordia University. Montreal. PQ; F. Chaya. O. Tanir. McGill University. Montreal. PQ 

(10:40) CONSTRUCTING SEQUENCES FOR CDMA APPLICATIONS. G. Seguin. Universite Laval. 
Departement de genie electrique. Quebec. PQ 
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CONVOLUTIONAL COOING AND SEQUENTIAL DECODING 

DAVID HACCOUN 
Pr of essor 

Department of Electrical Engineering 
Ecole Poly technique de Montreal 

C.P. 6079, Succ."A" 
Montreal, Quebec, Canada 

Abstract 

With the ever increasing use of sophisticated digital 
communication the problem of providinq suitable error control for these 
systems is of prime importance, and Forward Error Correction (FEC) is 
becoming an essential component in the system. For discrete memorvless 
channels (such as the space channel) where the noise is essentially 
white, systems using convolutional encoding at the transmitting end and 
sequential decoding at the receiving end are among the most powerful 
while beinq readily implementable. 

Sequential decodinq is a powerful suboptimum decoding technique 
for tree (or convolutional) codes where only a very small fraction of the 
encoded tree is explored. The technique attempts to find, one branch at 
the time, the "best" path through an oriented graph (tree or trellis) in 
which the branches of the paths are assigned likelihood values or "branch 
metrics', (1,I, between the noisy symbols received from the channel and 
the encoded symbols that may have been transmitted. For a sequence of 
length L bits the objective of the decoder is to find that path U = 
CU.,U 2 ,U 3 ••• ) which has the larqest total cumulative metric rLCU) = 
E',IU) over all possibly transmitted paths, with the highest reliability 
and the smallest computational effort (V.K. Bhargava, D. Haccoun, R. 
Matyas, P. Nuspl, "~_iqit~~.~omm1:1.!!.~~!ons~2~~~.! . ..1J_t_~", J. Wiley, New 
York,1981). 

Due to the incomplete exploration of the encoded tree sequential 
decodinq involves a random motion in the tree and consequently the 
computational effort is on the averaqe very small, but also hiqhly 
variable. with a cumulative distribution that is asymptotically Pareto. 
This computational variability is the principal drawback of sequential 
decoding and several methods for SUbstantially reducing it without 
deqrading the error performance are presented. Using the stack algorithm, 
in all these methods the exploration of the encoded tree is performed 
alonq the M - most likely paths 1M2!) rather than along the single most 
likely path. As a consequence it is shown that the variability of the 
computational effort may be drastically reduced at a cost of a modest 
increase in the average decoding effort. 

Finallv modifications to the stack algorithm with the objective 
of reducinq the required memory storage when decoding hiqh rate codes are 
presented. Exploiting properties of the codes these modifications are 
based on the use of a discarding threshold to eliminate a large 
proportion of the least likely branch extensions at each decoding step. 
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ON THE UNDETECTED ERROR PROBABILITY OF LINEAR BLOCK CODES 

Cyril Leung 
Department of Electrical Engineering 

University of British Columbia 
2356 Main Mall 

Vancouver, B.C. V6T lW5 

0-3-2 

I t is commonly assumed that the probability of undetected 
error P(e:) for a (n,k) block code, when used solely for error 
detection on a binary symmetric channel (BSC) with cross- over 
probabilitye: " 1/2, is upperbounded by 2- P, where p = n-k is the 
number of parity-check bits. One argument often used to justify 
the 2- P bound is as follows. Assume that the (n,k) code is used 
over a to tally noisy BSC wi th e: = 1/2. Then all 2 n possible 
received sequences are equally likely, and of these only 2k_l are 
codewords other than the one which was transmitted. The 
resulting undetected error probability is p(1/2) = (2 k-l)/2 n < 
2k/2n = 2- P• It is then incorrectly argued that for e: less than 
1/2, the undetected error probability should be even smaller. 

Although certain codes such as the Hamming and double- error 
correcting BCH codes obey the 2- P bound, it has been shown that 
many codes such as single parity-check product codes do not. 
Cyclic redundancy check codes which are commonly used in many 
data communication systems do not also generally obey the bound. 
Therefore, the bound should be used with caution in the design of 
systems in which the undetected error probability is critical. 
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ADAPTIVE FORWARD ERROR CORRECTION TECHNIOUES FflR 
DIGITAL COMMUNICATIONS BY SATELLITE* 

Vijay K. Bhargava 
Department of Electrical Engineerinq 

University of Victoria 
P. O. Box 1700 

Victoria, B. C., VRW 2Y2 

One of the main problems with satellite systems operating at 
12/14 GHz frequency band is the attenuati on associ ated wi th rai n­
fall. Therefore, significant power margin must be provided to 
prevent outage due to rain in an adaptive manner. 

Two hybrid schemes of time-frequency resource sharing to 
increase the rai n margi n of Ku and Ka-band satell i te systems are 
proposed. Scheme 1 requires sharing a small pool of bandwidth for 
adaptive forward error control coding, small pool of time-frame for 
rate reduction and a portion of low frequency TDMA back-up frame 
for downlink transmission to t~e rain affected stations. Scheme 2 
utilizes variable rate modulation and forward error correction, 
shares a small pool of time frame for rate reduction and a portion 
of low frequency TDMA back-up frame. 

Effective usable capacities of the system using these schemes 
are calculated. Distribution of resources in order to Maximize the 
effective usable capacity is also analyzed. The results obtained 
are compared with other adaptive schemes. 

Preliminary analysis shows that the utilized capacity of 
Scheme 1 exceeds qq% of the effective usable capacity possible if 
it never rains for an outage of O.OS% and fade margin of 2.S dB. 
While for Scheme 2 similar performance is achievable at a fade 
l'1argin of 1.1) dB. For higher outage objectives the loss of effec­
tive utilized capacity is higher for Scheme 2. 
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A.Elhakeem and J.F.Hayes - Concordia Unlversit 

F.Chaya and O.Tanir - MeGi].]. University 

Abstract 

In general,Local Area Networks (LAN) are designed to pr"ovide a 
common communication chanrlel among a number of user's In trlE saine Linl­
ited geographical area,usually within a kilolneter.A LAN 15 usually 1(1 
a protected environment and redundancy in the form of alternativE pat~jS 
15 unnecessary. rhis simplifJ.es the tlJPology 5ince only a ~lngle patt, 
need be provided between 5Dur-ce-destination pairs. in current pra.:tice 
three configurations are prevalent - ring, bus and star. 

Optical fiber possesses a number of features that make it 
It has low transmIssion 

attt-·act-· 
.I. ,,05S. A ive as a transmission medium in LANs. 

second adv~ntage of upticdl fiber IS 

20 ~tbps seem to b~ easily attaInable 
Dat:i:;\ (-ates oyer 

WI th mt.!.J. t.l mCJde tr··i.:-\n~mi ~5::-:;1 on. j=·i ber-
also hdS ttlE advantage Qf being immurl2 to ele~tr-om~gnetlc Inter·fererlce. 
I:::inally opticdJ. -fit.::ers are small., A bl.lndlE.' CJf tibel'-s I.-nth (::?llonTIOLlS 
~apacity 1S aboLlt the sam~ size as th,a standard cQa;{ial cable with 
several order3 of magnitude less capacity. 

The capabLlitlEs and limitation of ttlE optical fiber medium to 
some ext~nt shap2 the implementation of sys·tems and thsLr role in 
communicatlons.lll re~ponse to what we SRE ~s a charlged r-ole 
networ-k'JwE altf.::>r- thf) nam·.:'!! o-F t;-Ie net~"\IDI~·1< '':::;:l.1.l..i.ng i·t. {:';\ L..uc·;;\l 
Network (lBN). The +unction of this new network is to C8nn~ct a 
number of hi (Jh vol u!nE' S:,QI.lI'-'::es t,.) one <:.1no::.tt'I(=,'r ~ i· hE'~:se tl i tdh \;·C) 1 ume 
could be an 2ggregate ci bursty sources such as ttlE '3UtPUt 

~:Jf the 
Backbone 

11!Ti1 t.ed 

(·)t the pl·-'0S'·::'I1l: sta·:::(:;;' o~: dc·...., .. (-=.,lopmf?llt L'j.)t.i.;::al +itier- l-:':;IE:) p:'-up'::::>r-·t.l.es 
which heavily influef1ce the topOlogy WhlCh 15 ~pprDpriate. With cur'r--
8nt t.ec:hrlolo9i~ fil·:;(':or- .i.~-::. l.n,'l~=t"-E·ntly a. P(ji!··it-·'i:cj-point fr:t:~:'C1it..;m, since it 
is not possibie to pro·~lde a lar-qe nu:nber of access pOlnts WIthout 
unaccept,":;'tblt::? lCJ5~3.. rhi~3 rnil1.tat.:c's .:::·u]a.i;-J:~::,t thE' bus t:IJpo1cJ'd! ~'JhlCh 

requires a broadca5~ t:apabilit~. In or-dey· ~a 0rovide rellabili fit is 
advisable to bring cable to a central pol.nt whe~e the on of 
indiVIdual statlDrlS Cdr1 be monitored~lmpiying ttle Daisy Chain forlll CJf 
the rIng topology or- the star topolgy. 

We have designed and lmplenlsnted a star- system consisting of 
t.hy·ee:~ components: tr.:l.nsmission IJ.nes~ 3. Lt'_'n"i:r··,::<.l Switc::h ':[;::3;, .. ::tr1ci USE:·r-
Access Nodes(UAN). As the name implIes the User Access 1\lode (UAN) l.S 
t!-Ie pcn:"lt wher::: tl'-affic enter-s tj···lb~ Sy!:3i::t:·.'m~ rr,~~ Uf-il\\s -:::tcJ.~. d::::' ;'-l i:unSt·~n·-

trator and are connected to tile zCS) by iD2Bns of two fibers et,abll~g 

{wIl duplex operatl.on.fhe tr~nsmlssion rate over these lines is 50 
Mbps.We call the UAN together- with the trar1smissjorl lines an arm~The 

basic function of the CS 15 to ~oute high sp~ed data traf~lc bet~een 

arms. ConSidering the magnitudes of the data r-a~es that are involved 
and the available cf~ectlve p~'ocesslrlg~ ~Ie d\J not allow datd storage 
in the Centr-·al .3\o'Hti:.:h and the data rnu .. ::;t be handlE.'d on tJ·.\~ +ly~ fhis is 
done 
the 

by Ineans of 3 fCl-m of fast cir-cult switching. In conslderation 
traffic volumes thdt arE Involved,the number of ar.ns is limited 
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CONSTRUCTING SEQUENCES FOR CDMA APPLICATIONS 

Gerald Seguin 
Departement de genie electrique 

Universite Laval 
Quebec, CANADA 

GlK 7P4 

Given two binary N-tuples g and Q the K-th correlation between them, 
N-K-l N-IKI-l 

FK(g,Q), is defined as L a.b'+K for O~K<N and L a.+I __ b. 
o JJ 0 Ji<.lJ 

for -N<K<O; and F(g,Q) is defined as maxi FK(g,:Q) I if g 1- Q and as 
-N<K<N 

max IFK(g,g)I if g=Q. In CDMA applications one seeks a set of 
O<K<N 
sequences (1, = {a (i) I i = 1,2, ... ,M} (M being the number of users), 

such that F(<i.(i) ,1«j)) ~ p, v i,j E {1,2, ... ,M} and where p is some 
real number, O<p<N. At the moment there exis ts only ad hoc methods 
of constructing such sets of sequences (see for example the paper 
by Sarwate and Pursley, Proc. of the IEEE, Vol. 68, NO 5, May 1980). 
In this paper we propose a method of constructing a set of sequen­
ces as described above which is based on cyclic codes. The method 
is partly constructive; but the final step in the construction in­
volves a computer search. The algorithm is based on the following 
unpublished result: 

THEOREM: Let Vi be a cyclic code of odd block length N, minimum 

distance di >2 and maximum distance Di for i = 1,2. Let p =max(IN-

2dll,IN-2d21,IN-2Dll,IN-2D21) and let It=v
1

n(V2 e:?;) where:?;= 

(1010---101); then 

1. All N-tuples in I:'~ have cyclic order N, 
2. All N-tuples in U are cyclically distinct, 
3. F(g,l1.) ~ p "pair of sequences g and l1. inQ. 

Simple conditions can be derived to ensure that (~ is non-empty. 
The algorithm consists in first generating lk(this is easily done) 
and then purging Cc of its worst elements. Numerical results will 
be presented along with the underlying theory. 
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THURSDAY, June 20 

Spread Spectrum 
Communication 

P.M. 

URSI COMMISSION C . SESSION C4 

1:30 . 5:00 
LAW 178 

Le JEUDI 20 juin 

Communications 
a spectre disperse 

Chairperson/President: M.K. Simon, Jet Propulsion Laboratory, Pasadena, CA, USA 

(8:40) TRENDS IN SPREAD SPECTRUM SYSTEMS. F.D. Natali, Stanford Telecommunications. 
Inc .. Santa Clara. CA. USA 

2 (9:10) ON THE DESIGN OF EFFICIENT FHMA SEQUENCES. U. Cheng, C.L. Weber, G.K. Huth, 
University of Southern California, Communication Sciences Institute, Los Angeles, CA. USA 

3 (9:40) SPECTRAL DETECTION ALGORITHMS FOR FH/LPI SIGNALS. A. Polydoros, Unversity of 
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TRENDS IN SPREAD SPECTRUM SYSTEMS 

Dr. Francis D. Natali 
Stanford Telecommunications, Inc. 

2421 Mission College Blvd. 
Santa Clara, CA 95054 

Spread spectrum (SS) techniques are finding wider acceptance in both military 
and civilian applications. This is due to maturing technologies which are 
"catching up" with the relatively stringent SS synchronization and processing 
requirements. This talk discusses the types of SS systems which one may 
expect to be operational through the rest of this decade. The role of 
existing and emerging technologies will be commented upon. 

A brief introductory discussion of SS techniques will be presented for those 
not familiar with the subject. Some of the salient characteristics of pseudo­
noise (PN) and frequency hopped (FH) systems will be presented and the 
application of SS signalling will be summarized. 

Three SS systems will be discussed briefly. The Global Positioning System 
(GPS), the Equatorial commercial communications system, and a hypothetical FH 
communicati ons system. These are represent at i ve of systems that wi 11 be 
operational in this decade and the early 1990's. 

The GPS system is intended to provide accurate worldwide navigation using 
satellites. A 1.024 Mbps PN-SS signal is available to civilian users. GPS 
civilian user equipment is expected to represent a major market in the late 
1980's. 

Equatorial Communications Company utilizes a 2.45 Mbps PN-SS signal to relay 
data to terminals which may have more than one satellite in view, due to a 
small antenna aperture. This is an example of a commercial SS communication 
system with a large number of users. 

The potential of such technologies as gallium arsenide (GaAs), charge-coupled 
devices (CCD), surface acoustic wave devices (SAW) and LSI for providing 
smaller, lighter, and less expensive equipment will be discussed. 
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ON THE DESIGN OF EFFICIENT FHMA SEQUENCES 

U. Cheng, C.L. Weber, G.K. Huth 
University of Southern California 
'Communication Sciences Institute 

Los Angeles, CA, USA 

0-4-2 

The design of a set of frequency hopping multiple access (FHMA) sequences 
depends upon the choice of frequency hopping signal format, the choice of long 
sequences versus short sequences, and on the available a priori synchronization. Each of 
these alters the construction process as well as the measure of performance, namely a 
correlation bound. 

First is the choice of frequency hopping signal format. The choices herein 
considered are: (i) MFSK (or DPSK) without overlap, (ii) MFSK with partial overlap, (iii) 
MFSK with maximal partial overlap, (iv) Multi-Level MFSK. 

Second is the choice of long sequences versus short sequences. By' a short 
sequence, we mean that one period of the sequence occurs during each information 
symbol. 

Third is the level of available a priori synchronization. We distinguish between three 
situations. (i) Synchronization Level A represents the broadcast channel, wherein there are 
N receivers which operate in a receive only mode, and one transmitter which transmits N 
different FH signals; (ii) Synchronization Level B assumes there a,e N transmitters and N 
receivers all of which are a priori totally synchronized. (iii) Synchronization Level C also 
has N transmitters a;ld N receivers, but exhibits no a priori synchronization at all. 

The performance measure is to minimize the number of hits between any pair of 
FHMA sequences under any relative time shift that may be encountered. 

A given operational environment will specify the above hypothetical decisions, for 
which we have the following bounds and algorithms: (1) For the nonsynchronized (Level 
C) environment, the Hamming, Plotkin, and Elias block code bounds are extended so that 
they provide an upper bound on the number, N, of sequences of period L over an 
alphabet of size Q without overlap, and maximum number of hits, H, over all out-of-phase 
autocorrelation values and all cross-correlation values. (2) The Hamming, Plotkin, and 
Elias bounds can also be extended to sets of sequences employing the ma;<imum partial 
overlap signal format. These bounds apply for all values of M, including multi-level MFSK, 
where M=Q. (3) A prime candidate for construction of excellent sets of FHMA sequences 
is to begin with the Reed-Solomon (RS) code. A construction process is described, which 
applies to both the maximum partial overlap and multi-level MFSK signal formats, as well 
as all synchronization levels. The number of sequences generated meets the Plotkin 
bound for the maximum overlap signal format, including the special case of multi-level 
MFSK; in that sense the resulting sets of FHMA sequences are optimum. 
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SPECTRAL DETECTION ALGORITHMS FOR FH/LPI SIGNALS 

by 

Andreas Polydoros 
Communication Sciences Institut'! 

Electrical Engineering/Systems 
University of Southern California 

Los Angeles, CA 90089-0272 

The problem of detecting wideband spread-spectrum signals with unknown 
parameters in strong noise and/or interference is of current interest. Earlier approaches to 
this problem capitalized on the difference in the energy level between signal-plus-noise 
hypothesis (H,) and the noise-only hypothesis (H o)' thereby utilizing an energy-measuring 
device (radiometer) as the key detection unit. Clearly, such a solution overlooks 
potentially known features of the sought signal and is, therefore, suboptimal. 

In this talk, we shall review more advanced methods which clearly improve upon 
the radiometric approach. These new approaches include (1) optimal composite 
likelihpod-ratio procedures, (2) suboptimal versions thereof, (3) the spectral-maximum or 
periodogram detector, (4) the recently discussed autocorrelation detector, and (5) certain 
baseband correlation algorithms, resulting from the AR or ARMA spectral modeling of the 
underlying process. Performance of each of those schemes is quantified either directly 
by the associated (PD, PFA) pair or, indirectly, via an appropriately defined distance 
measure. Comparison of the resulting performance curves among themselves and with 
respect to the lower-bounding radiometric performance allows for certain conclusions to 
be drawn, depending on the desired region of operation. 
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PERFORMANCE OF A MULTITONE FFH/MFSK SPREAD SPECTRUM 
SYSTEM IN THE PRESENCE OF MULTITONE JAMMING 

G.E. Atkin and Ian F. Blake, 
Department of Electrical Engineering, 

University of Waterloo, 
Waterloo, Ontario. 

0-4-4 

In a fast frequency hopped (FFH) MFSK spread spectrum 
communication system, the communicator transmits one of M 
possible frequencies of power S, hopping the carrier frequency 
at a rate of R~ hops per second. For the tones to be 
orthogonal, they must be spaced RH Hz apart and in a bandwidth 
of W Hz, W/MR H slots can be accommodated. Thus to communicate 
one M-ary symbol the communicator transmits L tones, one in 
each successive chip interval, with the slot of each tone 
being chosen at random. If the jammer has a total power of J 
and jams with tones of power slightly greater than S, then 
it has been shown that an optimal strategy is to place one 
tone per slot in JIS randomly chosen slots. If one of the 
tones falls in the slot used by the communicator an incorrect 
choice by the receiver may result. 

With no diversity (L=l) the probability of error, either 
bit or symbol, is inversely proportional to the signal-to­
noise ratio on the channel. The use of L diversity improves 
the situation and the use of coding restores the exponential 
dependence of the probability of error on the signal-to-noise 
ratio. There are some unanswered questions on such systems 
involving the optimum way to combine information in the 
diversity chip intervals and effective methods of coding for 
such channels. 

This paper considers the situation when the communicator 
is allowed to transmit more than one tone in any given chip 
interval. If k tones are transmitted per chip, each has power 
S/k. Likewise the jammer uses tones of power S/k and jams with 
k times the number of tones used previously. Such an assumption 
opens a variety of new possibilities for diversity and coding 
and a few of these are examined in this paper. Particular 
attention is given to the case where two or three tones are 
transmitted in each chip interval. Questions such as diversity 
combining are not considered. For the simplified model assumed 
it is shown that significant gains over the conventional model 
can be obtained and the analysis of two particular situations 
is given. 
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PERFORMANCE OF CODED FFH/MFSK 

IN INTERFERENCE AND THERMAL NOISE 

by 

U. Cheng 
G.K. Huth 
C.L. Weber 

The performance of fast frequency hopping (FFH) using multiple­
frequency-shift-keying (MFSK) modulation and a variety of error-correcting 
codes is presented. The effect of optimized quantization is compared with 
linear quadratic detector with and without side-information. It is shown that 
optimized quantization with clipping acts as a very effective antijam technique. 
The performance derived in this paper includes the effect of thermal noise, as 
well as worst case jamming. The results obtained,by taking into account the 
noncoherent combining losses, are significantly worse than results previously 
obtained considering only worst case jamming. 

The analysis approach used to obtain the probability of bit error 
derives the exact probability distribution for a single frequency hop, and then 
determines the overall probability distribution for L hops by taking a discrete 
convolution. 
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Analog and Digital Filtering 
Techniques and Applications 

A.M. 
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BC 

1 (1:40) APPLICATION OF RECURSIVE 2D DIGITAL FILTERS TO IMAGE PROCESSING. L.T. Bruton. 
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2 (2:10) DESIGN AND APPLICATION OF SWITCHED-CAPACITOR FILTERS. A.S. Sedra. University 
of Toronto. Dept. of Electrical Engineering. Toronto. ON 

3 (2:40) DESIGN AND APPLICATION OF ADAPTIVE FILTERS. W.B. Mikhael. West Virginia Univer­
sity. Dept. of Electrical Engineering. Morgantown. WV. USA 

4 (3:10) QUANTIZATION EFFECTS IN DIGITAL FILTERS. L.E. Turner. University of Calgary. Dept. 
of Electrical Engineering, Calgary, AB 

5 (3:40) DESIGN OF WEIGHTED-CHEBYSHEV NON RECURSIVE DIGITAL FILTERS. A. Antoniou. 
University of Victoria, Dept. of Electrical Engineering, Victoria. BC 

6 (4:10) PROLATE SPHEROIDAL DIGITAL FILTERING. B.P. Sinha. V. Neelakantan. Memorial Uni­
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APPLICATION OF RECURSIVE 2D DIGITAL FILTERS TO IMAGE PROCESSING 

by L.T. Bruton 
Faculty of Engineering 
University of Victoria 

An outstanding problem in the design of recursive 2D digital 
filters has been to obtain stable algorithms having low quantization 
errors that meet prescribed frequency response characteristics. In 
recent years, researchers have developed stable algorithms that 
yield highly selective 2D frequency response characteristics. 
However, such algorithms are usually very sensitive to quantization 
of the coefficients of the 2D difference equation and, in many 
practical situations, require long mUltiplier coefficient word­
lengths of 32-64 bits. This invariably slows down the calculation 
and requires extensive hardware. Therefore, it is of interest to 
search for new 2D algorithms that implement a required stable 2D 
difference equation using shorter wordlengths. 

In this contribution, a 2D integrator-type signal flow graph 
structure is presented that leads to algorithms having significant 
reductions in quantization errors and corresponding decreases in 
the required multiplier coefficient wordlengths. An implementation 
of this signal flow graph is described that has permitted the 
construction of a general purpose high speed 2D filter instrument 
for the enhancement of television images. Experimental results are 
given to demonstrate the usefulness of this instrument. 
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Design and Application of Switched-Capacitor Filters* 

Adel S. Sedra 
Dept. of Electrical Engineering 

University of Toronto 
Toronto, Ontario Canada MSS lA4 

0-5-2 

Although the principle of generating frequency-selective 
responses using periodically-switched capacitors has been known 
since at least the mid 1960s, integrated-circuit (IC) switched­
capacitor (SC) filters became a reality only in the late 1970s. 
Currently, the switched-capacitor technique is the most viable 
method for implementing precision analog filters in monolithic form. 
Because they are most suited for MOS technology, SC filters can be 
fabricated on the same chip together with digital circuitry, thus 
making possible the realization of mixed analog/digital very-large­
scale integrated (VLSI) systems. 

Switched-capacitor filters have grown from active-RC filters. 
The latter utilize op amps together with resistors and capacitors 
and, depending on production volume, are implemented either on 
printed circuit boards using IC op amps, metal-film resistors and 
polystyrene capacitors, or as thick- or thin-film hybrid circuits. 
Attempts to directly fabricate active-RC filters in monolithic form 
have not been successful for two reasons: (1) the need for large­
valued resistors and capacitors (especially for low-frequency filters), 
and (2) the need for accurate RC time constants. As shown in this 
paper, the SC filter technique circumvents both problems. 

Switched-capacitor fiters are based on the principle that a 
capacitor C periodically-switched between two circuit nodes at a 
sufficiently high rate (fc) is approximately equivalent to a resistor 
R = l/Cfc connecting the two nodes. It is thus possible to realize 
filter functions using op amps, capacitors and periodically-operated 
switches. Since MOS technology provides high-quality capacitors, 
offset-free switches, and moderate-quality op amps it is eminently suited 
for the realization of SC filters. 

Switched-capacitor filters have two other features that make them 
particularly suited for MOS IC technology: (1) large resistors can be 
simulated uSing small-sized capacitors, and (2) the precision of the 
realized frequency response is dependent on the preclslon of the clock 
frequency and the tolerance to which capacitor ratios are implemented. 

This paper outlines practical methods for the synthesis and 
design of switched-capacitor filters. Also, the areas of applicability 
of such filters are delineated, and predictions are offered on the future 
development of this highly-promising circuit technique. 
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DESIGN AND APPLICATION OF ADAPTIVE FILTERS 

W.B. Mikhael 
Department of Electrical Engineering 

West Virginia University 
Morgantown, WV 26506 

An adaptive system comprises mainly of three components: the system signals, 
the adaptive filter (processor or structure) and the adaptive algorithm. In 
adaptive signal processing, the algorithm examines the system signals period­
ically and modifies the parameters of the adaptive filter in a manner that 
minimizes, in some sense, an unwanted signal. This unwanted signal is nor­
mally derived or closely related to the signal obtained by subtracting the 
sigllal processed by the adaptive filter from a reference process or desired 
signal. 

The areas of adaptive signal processing and adaptive control have grown at a 
fast rate in recent years. More demanding systems specifications coupled 
with the spectacular developments in integrated circuits and digital computing 
motivated the search and design of adaptive systems. These systems employ 
sophisticated processing algorithms capable of operating in uncertain, time-
varying environments. Some of the wide variety of recent applications include 
noise and echo cancellation, channel equalization for high speed data trans­
mission, spectral estimation, speech processing, ... etc. Most of the work 
in these areas model the reference process as an output of a finite order 
discrete-time linear system driven by white noise. Such processes were called 
autoregressive (AR) corresponding to all pole z-plane system function or auto­
regressive moving average (ARMA) corresponding to pole zero z-plane system function. 

Adaptive techniques can be characterized according to the application, the 
type of filter, signal processing domain (time or frequency), and mode 
(continuous or discrete). The filter structure can be classified as recursive 
or nonrecursive (transversal). Most of the work reported in adaptive filters 
concentrated on the discrete-time domain. The transversal filter structure 
received the researchers attention due to its simplicity in implementation and 
the convergence properties of the available algorithms. Also, several adap-
tive algorithms were reported. In addition, adaptive signal processing can be 
classified broadly from the applications point of view as the identification 
class or the prediction class. 

In this talk, the different aspects of adaptive signal processing will be 
explained briefly and two applications will be discussed, namely, noise 
cancellation (identification) and pole-zero modeling of speech (prediction). 
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QUANTIZA nON EFFECTS IN DIGITAL FILTERS 

L.E. Turner 
Department of Electrical Engineering 

The University of Calgary 
Calgary, Alberta, Canada T2N IN4 

C-5-4 

The design of a digital filter is based on the theory of 
linear discrete time systems. However, any practical digital filter 
implementation will be nonlinear. This nonlinear behavior is due 
to the finite, quantized nature of the digital values which are 
used to represent signal levels in the digital filter. 

Non-ideal factors which must be considered in any practi­
cal digi tal filter implementation are: 

(1) Signal level quantization occurs at the input to the filter 
and at any internal filter node where the signal is multi­
plied by an non-integer value. The effect of signal 
quantization is often modeled as a linear process with 
additive, uncorrelated, white noise sources. 

(2) Signal overflow occurs whenever the finite digital signal 
space available is not large enough to represent the level 
required. This must be avoided by careful choice of a 
filter structure and/or reducing the input signal level. 

(3) Multipliers in the filter may have coefficients which are 
quantized. This quantization causes errors in the filter 
response. The severity of this effect is directly related 
to the' multiplier sensitivity of the filter structure. 

(4) Recursive digital filters may exibit undesirable oscillations 
which are known as limit cycles. These limit cycle 
oscillations are due to the nonlinear effects of quantiza­
tion ( and overflow ) in the recursive section of a digi­
tal filter. The amplitude of these limit cycles may be 
large and therefore they must be controlled or eliminated. 

If practical digital filter implementations were linear sys-
tems then the choice of a particular filter structure would be 
based only on the number of components required. However, 
every different. digital filter structure has a different non-linear 
behavior which must be accounted for in any cost versus perfor­
mance comparison. 
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DESIGN OF WEIGHTED-CHEBYSHEV NONRECURSIVE DIGITAL FILTERS 

A. Antoniou 
Department of Electrical Engineering 

University of Victoria 
Victoria, British Columbia 

Canada V8W 2Y2 

One of the most important methods for the design of 

nonrecursive digital filters is the weighted-Chebyshev method 

proposed by Rabiner, McClellan and Parks. This is essentially a 

multivariable optimization technique in which the maxima of the 

error function are minimized using the Remez exchange algorithm. 

This is a very versatile design method and it can be used to 

obtain optimal equiripple designs for most types of nonrecursive 

filters like lowpass, highpass, bandpass, and bandstop filters, 

Hilbert transformers, and digital differentiators. Unfortu­

nately, however, it entails a considerable amount of computation. 

If N is the number of samples in the impulse response, at least 

8 (N-l) function evaluati·ons are required per Remez iteration, 

where a function evaluation entails N-l additions, (N+l)/2 

multiplications, and (N+l)/2 divisions. A Remez optimization 

usually requires four to eitht iterations for lowpass or highpass 

filters, six to ten iterations for bandpass filters, and eight to 

twelve iterations for bandstop filters. Further, if prescribed 

specifications are to be achieved and the appropriate value of N 

is unknown, two to four Remez optimizations have to be performed. 

For example, if N=lOl, Remez optimizations=4, iterations per 

optimization=6, function evaluzations per iteration=8(N-l), the 

design would entail 24 iterations, 19,200 function evaluations, 

1,920,000 additions, 979,000 multiplications, and 979,000 

divisions. Further, a significant amount of overhead computation 

would be required for each iteration. 

In this paper, the Rabiner, McClellan, and Parks method is 

described and the source of the considerable amount of required 

computation is identified. Then several techniques are described 

which reduce the amount of required computation by as much as 87 

percent, without degrading the robustness of the method. This 

improvement renders the design of high-order filters possible on 

small computers and workstations. 
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PROLATE SPHEROIDAL DIGITAL FILTERING 

B.P. Sinha and V. Neelakantan 
Faculty of Engineering 

Memorial University of Newfoundland 
S t_. John's, Nfld., Canada AlB 3X5 

0-5-6 

Abstract: The use of Digital Prolate Spheroidal Wave Functions (DPSWF) 
in the field of digital filtering has increased steadily during the 
past decade. The unique property; that DPSWF provide maximum 
concentration of signal energy in the passband of a low-pass filter has 
been the basis of most of the work done in the area of digital filter 
design involving prolate functions. The maximization of energy 
corresponds to the largest eigenvalue AO which belongs to the lowest 

order (k=O) of the eigen function Uk satisfying the eigen function 

equation (D. Slepian, Bell Sys. Tech. J., 57, 1371-1429, 1978) 

t -w 
Sin N 11 (f-f') 
Sin 11 (f-f ') 

k = 0, 1, 2, ••• , N-1 and - ~ <f < ~, where N = the order of the 
filter, W = normalized bandwidth. The eigen values Ak are such that 

AO > Al > A2' ••• > AN-I' 

It is however, desirable to investigate the effect of higher order 
eigen functions in addition to the lowest order one on the filter 
characteristics and performance. This paper is the outcome of such 
investigations. A suitably weighted linear combination of those DPSWF 
which are even functions of frequency is made to approximate an ideal 
low-pass characteristic in the minimum mean squared error (MMSE) 
sense. 

Results employing various numbers of even prolate functions are 
obtained and compared with each other and with the maximum energy 
concentration case. It is very satisfying to note that the flatness of 
the passband of a low-pass filter is greatly improved with the number 
of even prolate functions while maintaining a tolerable loss of energy 
in the passband. 
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Radio Noise Measurements 
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Mesure et modelisation 
des bruits radio-electriques 
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1 DEVELOPMENT OF A MINICOMPUTER 1 MHz ATMOSPHERIC NOISE MODEL IN LOCAL TIME. 
D.B. Sailors. Naval Ocean Systems Center. Ocean and Atmospheric Sciences Division. San Diego. CA. 
USA 

2 THEORETICAL PREDICTION OF IMPULSIVENESS RATIO IN AN EXPANDED BANDWIDTH. A.A. 
Giordano. G.P. Brefini. P. Lusardi. GTE Government Systems Corporation. Communication Systems 
Division. Needham Heights. MA. USA 

3 ON THE DIFFERENCES BETWEEN STATISTICAL MOMENTS OF REAL NOISE AND HALL MODEL 
NOISE. J.R. Herman. X. DeAngelis. GTE Government Systems Corporation. Strategic Systems Di­
vision. Westborough. MA. USA 

4 A NEW MODEL FOR AUTO-IGNITION NOISE IN MOBILE DATA CHANNEL. A.U.H. Sheikh. H. 
EI- Damhoughy. Carleton University. Dept. of Systems and Computer Engineering. Ottawa. ON 

5 ELF EFFECTIVE NOISE MEASUREMENTS. P.R. Bannister. Naval Underwater Systems Center. Sys­
tem Analysis Branch. New London. CT. USA 

6 TIME BEHAVIOR OF 160 KHz ATMOSPHERIC NOISE. S.H. Knowles. Naval Research Laboratory. 
E.O. Hulbert Center for Space Research. Washington. DC 

7 THE NEAR-SPACE RFI ENVIRONMENT AS OBSERVED USING VHF LUNAR REFLECTIONS. W.T. 
Sullivan III. University of Washington. Dept. of Astronomy. Seattle. WA. USA; S.H. Knowles. Naval 
Research Laboratory. E.O. Huebert Center for Space Research. Washington. DC. USA 

8 SWEEPERS IN THE HF /VHF BANDS. A.K. Sen. S.K. Trehan. S. Shekhar De. University of 
Calcutta. Institute of Radio Physics and Electronics. Calcutta. India; J. Das. D.Dutta Majumder, 
Indian Statistical Institute. Calcutta. India; J.S. Sehra, S.K. Das, Dept. of Electronics and Govt. of 
India. India 
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DEVELOPMENT OF A MINICOMPUTER 1 MHZ 
ATMOSPHERIC NOISE MODEL IN LOCAL TIME 

D. B. Sa il ors 
Ocean and Atmospheric Sciences Division 

Naval Ocean Systems Center 
San Diego, CA 92152-5000 

A practical but simplified atmospheric noise model in 1-MHz Fam , 
median value of the hourly values in a time block of tne 
effective antenna noise-factor Fa' mapped in local time is 
presented. It is usable in estimating system signal-to-noise 
ratios in microminicomputer-based HF propagation prediction 
systems. Numerical mapping techniques like those used to 
represent worldwide atmospheric noise in universal time (D. B. 
Sailors and R. P. Brown, Radio Science, 18, 625-637, 1983) were 
modified to produce numerical maps in 10caT time. In local time 
the gradi ents of atmospheri c noi se as a functi on of 1 ongi tude 
are much smaller than those in universal time. In each and 
every case the local time numerical map has a lower rms error 
than the corresponding universal time map. However, the local 
time Lucas and Harper model (D. L. Lucas and J. D. Harper, Jr., 
NBS Tech. Note 318, 1965) is not always more accurate than the 
universal time Zacharisen and Jones model (D. H. Zacharisen and 
W. B. Jones, OT/ITS Research Report 2, 1970). 
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THEORETICAL PREDICTION OF IMPULSIVENESS RATIO 
IN AN EXPANDED BANDWIDTH 

Arthur A. Giordano, Gary P. Brefini, Paul Lusardi 

GTE Government Systems Corporation 
Communication Systems Division 

77 "A" Street 
Needham Heights, Massachusetts 02194 

E-1-2 

Vd , the rms to average envelope ratio, is a single parameter measure of the impulsiveness of atmospheric noise. Accurate knowledge of V in the bandwidth of interest is essential for dePermining system performance in a digital communication system. The variability of this parameter with bandwidth changes has been previously investigated by theoret­ical analysis and by use of measured medium frequency data recorded in a 100 KHz bandwidth. Here a theo­retical result, based on a truncated Hall model, yields a set of curves for Vd in a wide bandwidth as a function of Vd in a narrow bandwidth and the bandwidth expansion ratIO. This theoretical bandwidth expansion resul t is then compared to data extracted from CCIR Report 322 and from the available measured data. The results indicate that the slopes of the curves are less than those obtained in CCIR Report 322 but greater than those obtained from measured data. 
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ON THE DIFFERENCES BETWEEN STATISTICAL MOMENTS 
OF REAL NOISE AND HALL MODEL NOISE 

John R. Herman and Xavier DeAngelis 

GTE Government Systems, Strategic Systems Division, 1 Research Drive, 
Westborough, MA 01570 

The Hall model of atmospheric radio noise has gained wide acceptance 
since its introduction in 1966, for it gives a generally reasonable 
representation of impulsive noise. However, in comparing it to medium 
frequency (MF) measured atmospheric noise a number of interesting 
differences appear. Analysis software developed by GTE has been uti­
lized to obtain the statistical characteristics of measured 
atmospheric radio noise as described at previous USNCjURSI National 
Radio Science Meetings. Recently, Hall noise was played through the 
same software to obtain crossing rates and pulse statistics to deter­
mine how well the model approximates the higher order statistical 
behavior of real atmospheric noise. The pulse spacing and duration 
distributions for Hall noise follow a Poisson distribution, as ex­
pected, and are in contrast to the distributions found for measured 
noise. A depiction of pulse repititions shows graphically the 
burst-like, grouped character of MF measured noise pulses. which leads 
to the peculiar tail on the spacing distribution. Errors in digital 
data streams recorded by communications receivers operating in the 
presence of atmospheric noise are expected to follow the burst pat­
terns of the noise itself. 

318 



E-1-4 

A NEW MODEL FOR AUTO-IGNITION NOISE IN MOBILE DATA CHANNEL 

A.U.H. Sheikh and H. EI-DamhoughY 
Department of Systems and Computer Engineering, 

Carle tofu University, Ottawa, Canada KIS 5B6 

Abstract: Increased interests have been shown, recently, in 
implementation of digital transmission over mobile radio 
channels. In this paper we will be concerned only with mobile 
channel Impulsive noise characterization. The presence of 
Impulsive noise produces bursts of errors. We propose, a simple 
model for first order noise statistics (APD) to be used in 
prediction of error rates. 

Noise Model: The composite noise at the receiver input is given 
K 

by net) = E ni(t), where nO(t) is background noise and ni(t), 
i=O 

i~O are the impulsive noise components emitted by a number 
K (bounded by a low value ~ 5) of sources. These sources can be 
assumed to be entering a zone of influence at a certain speed 
with Poisson arrival times. The victim receiver is affected by 
the sources in manner definable in terms of a queueing (M/M~) 
model. The probability distribution of the composite noise'is 
given by 

fI(x) = POfG(x)+PlfG(x).fl(x)+ ... +PKfG(x)·fl(x)· •.. ·fl(x) 
where fG(x) is the APD of background noise fi(x) is the APD of a 
single car noise. The service time is related to the time for 
which q certain vehicle remains in the zone of influence and 
arrival times are considered to be Poisson distributed. From the 
receiver sensitivity pOint of view, the radius of the zone of 
influence is taken to be 100 feet and at a given average speed, 
there is a maximum of 3 cars affecting the receiver at any time. 
From these considerations and noting that convolution of Rayleigh 
and log normal distributions is given by a Rayleigh distribution 
at low levels and log normal at high levels, we can calculate the 
APD. The APD was calculated for given environmental conditions 
using the proposed model and compared with the measured results. 
The K-S test for goodness of fit, was applied, and a confidence 
factor in excess of 86% was obtained. It was thus concluded that 
this model is acceptable from the applications point of view. 
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ELF EFFECTIVE NOISE MEASUREMENTS 

Peter R. Bannister 
Naval Underwater Systems Center 

New London, CT 06320 

In the ELF (30 to 300 Hz) and VF (300 Hz to 3 kHz) bands, 
atmospheric noise is the limiting factor to receiver performance 
under most operating conditions. The dominant source of atmos­
pheric noise is radiation induced by lightning. Owing to the 
low attenuation rate of ELF radio waves, which makes long range 
communication possible in this band, noise characteristics are 
affected not only by local thunderstorms, but also by storms 
megameters away. The effect of local thunderstorms is to produce 
large spikes, while the effect of distant storms is a background 
noise with occasional spikes. Even in relatively quiet parts of 
the world, spikes attributed to individual lightning strokes are 
evident, making the noise distinctly non-Gaussian. 

The non-Gaussian nature of the atmospheric noise has an 
important effect on receiver design and on system performance. 
With Gaussian noise, the optimum receiver is a linear processor 
whose performance can be determined by measuring the noise spec­
tra. However, with non-Gaussian noise, the performance of a 
linear processor can be much worse than is suggested by the noise 
spectra. Furthermore, with an appropriate (nonlinear) processor, 
the performance can be much better than with Gaussian noise of 
the same spectral level. 

To optimize a communication receiver for operation in a 
non-Gaussian noise environment, it is desirable to place a 
controlled nonlinearity in the receiver at a stage of wide 
signal-plus-noise bandwidth to remove the high amplitude spikes. 
Various experiments with recorded ELF noise have concluded that 
a simple clipper, adjusted adaptively to clip between 10 and 40 
percent of the time, provides near-optimum performance. 

From 1976 to 1978 and 1982 to 1984, ELF field strength and 
effective noise measurements were taken continuously in Connect­
icut and sporadically at other land and sea sites. (The effec­
tive noise spectrum level is defined as the spectrum level of 
ELF noise at the signal frequency divided by the improvement, in 
signal-to-noise ratio, using nonlinear processing.) In this 
presentation, we will summarize the effective noise measurements 
taken at both land and sea locations during these periods. 
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TIME BEHAVIOR OF 160 KHz ATMOSPHERIC NOISE 

S. H. Knowles 
Naval Research Laboratory 

E.O. Hulburt Center for Space Research 
Space Science Division, Ionospheric Effects Branch 

Washington, liC 20375-5000 

E-1-6 

A reasonably extensive sample of 160 KHz atmospheric noise 
has recently been obtained near Washington, DC (S.H. Knowles, F.J. 
Kelly, S. Odenwald, and W.B. Waltman, Radio Science, in press). 
This data was recorded in fully coherent form, which enabled post­
analysis of its statistical characteristics. Analysis of these 
characteristics has now been made, with emphasis on thorough 
treatment of the time behavior of the noise. Samples of time­
behavior are presented, including strong thunderstorm activity. 
In addition to the customary time probability distribution 
statistics, other statistics are presented which may offer a 
fuller insight into the noise time behavior. These include 
auto-correlation and power spectra, as well as typical energy 
profiles. Comparison with C.C.I.R. parameterization will be made. 
It is found that time behavior statistics are not stationary, 
and that bursts lasting a large fraction of a second can occur 
during typical thunderstorm conditions. Brief comments will be 
made on the applicability of this analysis to modem design. 
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TIlE NEAR-SPACE RFI ENVIRONMENT AS OBSERVED USING VHF LUNAR REFLEcrIONS 

Woodruff T. Sullivan, III (Univ. Washington) 
and 

Stephen H. Knowles (Naval Research Lab) 

Manmade terrestrial radio leakage as reflected off the moon 
has been observed with the 305 meter Arecibo antenna. The nature 
and intensity of this leakage gives one some indication of the 
radio-frequency interference environment for operations in space 
in the 150-500 MHz range. As predicted in the model of Sullivan II 
.lIL. (1978, Science 1.9.9., 377), we find that military radars and 
television transmitters are main contributors. 

The experiment consisted of observing both on the moon and on 
a nearby patch of blank sky (as a way to identify local 
interference) for three nights using a 1008 channel 10 MHz 
autocorrelation spectraneter at a variety of VHF frequencies. 
Television video carriers for a wide variety of international 
frequency allocations were observed, along with various narrowband 
signals which could not be identified. In addition, a synoptic 
series of 182-192 MHz spectra revealed the expected intensity 
variations as the earth's rotation caused transmitters on 
different regions of the globe to sweep across the moon. 

The moon, like the earth, is remarkably bright at radio 
frequencies. The present brief study lends experimental support to 
the basic model of Sullivan et sL..: the earth indeed is revealing 
itself to any interstellar eavesdropper who uses the equivalent of 
an Arecibo antenna at distances up to 30 light years, or who uses 
a Cyclops system (1000 100 meter dishes) up to fifteen times 
farther away. 

Further details are now in press for ~ .'!'r..rul.§... EMC. 
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SWEEPERS IN THE HF /VHF BANDS 

A.K. Sen, S.K. Trehan, S. Shekhar De 
Institute of Radio Physics and Electronics 

University of Calcutta, India 

J. Das and D. Dutta Majumder 
Indian Statistical Institute 

Calcutta, India 

J.S. Sehra and S.K. Das 
Department of Electronics and Govt. of India 

E-1-8 

A sweeper is a peculiar radio noise in the form of a sweept 
frequency carrier modulated by a repeatitive pulse 
waveform, observed in Calcutta, India (A.K. Sen and S.K. 
Trehan, Ind. J. Radio and Space Physics, 6,117-119, 1977). 
The sweepers occur in the H F band between 25-30 MHz as 
well as at the VHF harmonic bands. The diuranal and 
seasonal variations of the sweepers indicate some 
ionospheric control of the rate and intensity of sweepers. 
Such a control is also evidenced during a solar flare as 
well as during a solar eclipse. Besides the observations 
at Calcutta the sweepers have been noticed also in Delhi, 
Bombay and even in U.K. from which it appears that it is a 
worldwide phenomena. All the parameters of a sweeper, such 
as the rate of sweep, duration and repeatation, rate of the 
pulse modulation, exhibit random variability. This 
suggests a geophysical origin of the sweepers. Whatever 
might be the origin of the sweepers, the intensity to which 
a sweeper builds up and its continuity of occurance at 
least for the last 7 years during which it was observed 
appears to call for a revision of the radio noise data in 
the HF-VHF bands in which a sweeper is noticeable. In 
particular the pulse modulations of a sweeper have got a 
sizeable annoyance value, as the peak to average level of 
the modulation is appreciable. Some of the interesting 
characteristics of the sweepers observed in Calcutta is 
presented in this paper. The probably sources of origin of 
the sweepers are also discussed. 
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TUESDAY. June 18 

Receiver Performance 
in Radio Noise 

P.M. 

URSI COMMISSION E - SESSION E2 

1:30 - 5:00 
LAW 178 

lE MARDI 18 juin 

Performance des recepteurs 
en presence de bruits 

radio-electriques 

Chairperson/P"lsident: J.M. Morris. Howard University. Washington. DC. USA 

1 ERROR CONTROL AND SYNCHRONIZATION ON RAYLEIGH FADING CHANNELS. P.F. Driessen. 
MDI Mobile Data International Inc .. Vancouver. BC 

2 SIMULATION OF BIT ERROR PATTERNS AND PULSE STATISTICS OF PSK AND MSK RECEIVER 
MODELS IN ATMOSPHERIC RADIO NOISE. P.O. Stynes. GTE Government Systems. Strategic 
Systems Division. Westborough. MA. USA 

3 CONVOLUTIONAL CODE PERFORMANCE IN IMPULSIVE OR BURST NOISE CHANNELS. J.W. 
Modestino. K.R. Matis. Rensselaer Polytechnic Institute. Dept. of Electrical. Computer and Systems 
Engineering. Troy. NY. USA 

4 PERFORMANCE ANALYSIS OF DS/SSMA RECEIVERS IN NON-GAUSSIAN NOISE. B. Aazhang. 
H. V. Poor. University of Illinois at Urbana-Champaign. Coordinated Science Laboratory. Urbana. IL. 
USA 

5 ON HARD-LIMITING IN SAMPLED BINARY DATA SYSTEMS. N.C. Beaulieu. C. leung. University 
of British Columbia. Dept. of Electrical Engineering. Vancouver. BC 

6 ACTUAL VERSUS THEORETICAL PERFORMANCE OF LOCALLY OPTIMUM AND SUB-OPTIMUM 
DETECTOR PERFORMANCE IN NON-GAUSSIAN INTERFERENCE ENVIRONMENTS. A.D. 
Spaulding, National Telecommunications and Information Administration. Institute for Telecommu­
nication Sciences. Boulder. CO. USA 

7 DETECTION OF NARROWBAND SIGNALS IN NON-GAUSSIAN NOISE. S.A. Kassam. University 
of Pennsylvania. Dept. of Electrical Engineering. Philadelphia. PA. USA 

8 A SUBOPTIMAL RANDOM-THRESHOLD. MUL TISAMPLE DECISION RULE AGAINST KNOWN 
SIGNALS WITH ADDITIVE AMPLITUDE-BOUNDED RANDOM INTERFERENCE. J.M. Morris, 
N.E. Dennis. Howard University. Electrical Engineering Dept.. Washington. DC. USA 
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ERROR CONTROL AND SYNCHRONIZATION ON 
RAYLEIGH FADING CHANNELS 

Peter F. Driessen 
MDI Mobile Data International Inc. 

Vancouver, B.C. Canada 

In the design of synchronization and error control schemes 
for fading mobile radio channels, it is important to know 
both the mean and the distribution of the fade lengths 
which must be accommodated. 

The mean fade length ~ for a Rayleigh fading channel is 
given in terms of the Doppler frequency fd and the signal 
level J below the mean signal level at which a fade is 
deemed to occur (W.C. Jakes Microwave Mobile Communications, 
Wiley, 1974). The distribution of the fade lengths ~ about 
1; is approximated by an exponential law 

p("t"E::n~) = 10-n/2 for n?;2 

The validity of this approximation is verified by comparison 
with previous results (G.A. Arrendondo, J.I. Smith, IEEE 
Trans. VT-26, 88-93, 1977)(M.R. Karim, IEEE Trans. VT-3l, 
1-6, 1982) for an SNR of 10-15 dB and ~8. 

If a hypothetical modem has a bit error rate which is ap­
proximated to be zero for SNR greater than f and 0.5 for 
SNR less than ~ (i.e. a rectangular instead of an expo­
nential BER vs SNR curve), then the burst error length 
distribution is equivalent to the fade length distribution. 
For a real modem with an exponential BER vs SNR curve, the 
burst error length distribution at a given SNR will be 
similar to the fade length distribution for ~ somewhat 
greater than the SNR. The smaller the difference (~ - SNR) 
the better the performance of the modem. This result is 
verified by simulation for two different continuous-phase 
FSK modulation formats. Thus the rectangular approximation 
to the exponential BER vs SNR curve is valid and the fade 
length distribution can be used to predict the distribution 
of burst error lengths. 

The successful message probability for various synchroni­
zation and error-correcting codes on Rayleigh fading channels 
is calculated using the burst error length distribution. 

Tradeoffs in choosing block size and the ratio of informa­
tion bits to total bits are discussed. 
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Simulation of Bit Error Patterns and Pulse 
Statistics of PSK and MSK Receiver Models 

in Atmospheric Radio Noise 

Peter D. Stynes 

GTE Government Systems 
Strategic Systems Division 

One Research Drive 
Westborough, MA 01581 

E-2-2 

Digitized samples of experimentally recorded atmospheric 
noise have been combined in a computer simulation with PSK 
and MSK signalling to represent a radio communications link. 
Appropriate computer models of several receiver types terminated 
the link. Bit error streams from this link were monitored, for 
various signal to noise levels. Error pulse duration and 
spacing statistics were collected. 

Such error pulse statistics are useful in the efficient 
design of error correction coding schemes to use with atmos­
pheric noise. They also partially illuminate the higher order 
time statistics of the noise itself, which are tracked by the 
simpler error statistics of the modulations. Further, they 
offer a test for the partial validation of noise models. Each 
of these topics are discussed in this paper. 

The noise samples were collected in the MF band by pre­
vious experimenters. They were gathered in a 100 KHz band­
width about a 450 KHz center frequency: as a part of the 
present work they were filtered to a 2 KHz bandwidth. Two 
segments of noise have been used, each about 30 seconds dura­
tion, one at a high and one at a moderate level of impulsive­
ness as indicated by Yd. 
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Convolutional Code Performance in Impulsive 

or Burst Noise Channels 

J. W. Modestino and K. R. Matis 
Electrical, Computer and Systems Engineering Department 

Rensselaer Polytechnic Institute 
Troy, New York 12181 

Abstract 

We consider the performance of short constraint-length convolutional 

codes in conjunction with coherent BPSK modulation in impu~sive or burst 

noise channels when an imperfect erasure mechanism is used to exorcise sym-

bols contaminated by noise hits. The erasure mechanism is a simple hole-

puncher operating on the sampled matched filter outputs and is character-

ized by a fixed false alarm probability PF and a miss probaDility PM' This 

scheme is representative of a large number of erasure declar,ation strategies. 

Some general conclusions are drawn on the basis of cutoff rate arguments 

under an idealized channel modeling assumption. For short constraint-length 

convolutional codes we provide tight up'per. bounds on bit error probabili,ty 

perfo=an.:e under the same idealized channal modeling assumptions. These bounds 

compare favorablv with simulation results for both randomJ.y occurring and period­

i~ noise, hits. Departures from idealized channel modelin~ assumptions are 
investigated through simulation. Results indicate an important distinction 

between the case of random and periodic noise hits and has implications for 

the use of interleaving in impulsive or burst noise channels. The significance 

of these results to real-world channels is described through consideration 

of a particular physical impulsive noise channel exhibiting many of the 

properties of the idealized channel model. It is expected that the results 

are applicable to more general interference channels exhibiting burst 

characteristics. 
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PERFO&~CE ANALYSIS OF DS/SSMA RECEIVERS IN NON-GAUSSIAN NOISE 

by 

Behnaam Aazhang and H. Vincent Poor 
Coordinated Science Laboratory 

University of Illinois at Urbana-Champaign 
1101 W. Springfield Ave. 

Urbana. IL 61801 

Performance of DS/SSMA receivers is studied in a multi-user environment. 

Data transmission is over a non-Gaussian channel. The contribution of the 

non-Gaussian noise is examined by modeling the samples of noise after front-

end filtering. The multi-user interference is accounted for by considering K 

users transmitting over the channel using the binary PSK direct-sequence SSMA 

technique. Computationally simple method for evaluating the average error 

probability of the linear correlation receiver is suggested when the length of 

the signature sequence is large. Some asymptotic results are obtained when 

infinitely long sequences are used. 
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ON HARD-LIMITING IN SAMPLED BINARY DATA SYSTEMS 

Norman C. Beaulieu and Cyril Leung 
Dept. of Electrical Engineering 

The University of British Columbia 
Vancouver, B.C. V6T lW5 

The optimum detection procedure for a number of har&-limited 
independent samples in a binary data system is derived. The 
processing is characterized by a set of optimal weights. The 
optimal weights are derived for an arbitrary noise environment. 
The relation of the optimum weights to some weighting functions 
previously proposed in the literature is described. In 
particular, examples of when previous weighting functions are 
optimal and suboptimal are given. 

The loss of optimality incurred as a result of har&-limiting in a 
binary system with gaussian noise is investigated. The penalty, 
which is defined in the signal detectability sense, is expressed 
as a function of the signal-to-noise ratio of the input samples 
for some specific sample sizes. Explicit formulae for the loss as 
a function of the number of samples are presented for the cases of 
high and low signal-to-noise ratio. 
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ACTUAL VERSUS THEORETICAL PERFORMANCE OF LOCALLY 
OPTIMUM AND SUB-OPTIMUM DETECTOR PERFORMANCE IN 
NON-GAUSSIAN INTERFERENCE ENVIRONMENTS 
A. D. Spaulding 
National Telecommunications and Information 
Administration, Institute for Telecommunication 
Sciences 
Boulder, Colorado 80303 

IG-2-6 

Since the normally assumed white Gaussian noise is the most 
destructive in terms of minimizing channel capacity, substantial 
improvement in system performance can usually be obtained if the 
real-world interference environment (highly non-Gaussian) is 
properly taken into account in the design of the detoctor 
structure. Here the performances of the locally optimum Bayes 
detector (LOBO) and various ad-hoc non-linear detectors are 
compared both theoretically and "measured" from computer simula­
tion of the detectors and interference processes. Two classes of 
interference are considered; Class A, characteristic of collec­
tions of narrowband interfering signals and coherent pulse trains, 
and Class B, characteristic of broadband impulsive noise. It is 
demonstrated that the standard theoretical results can be mislead­
ing because of the assumptions that are required in order to 
analytically derive them. The critical assumptions of "suffi­
ciently" small signal level and large number of samples (large 
time-bandwidth product so that the Central Limit Theorem applies) 
may not be appropriate in actual physical situations. Extensive 
sets of results for the coherent phase shift keying (CPSK) system 
are given as an example. One result is that there are situations 
where the band-pass limiter (sub-optimum), for example, outper­
forms the LOBO (locally optimum) as the signal level increases. 
Another example shows situations where the LOBO becomes drasti­
cally (even inferior to a linear detector) sub-optimum. 
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DETECTION OF NARROWBAND SIGNALS IN NON-GAUSSIAN NOISE 

Saleem A. Kassam 
Department of Electrical Engineering 

University of Pennsylvania 
Philadelphia, PA 19104 

It is well-known that in many communication systems the corrupting 
noise ariSing from sources such as atmospheric disturbances, and 
from man-made sources, is non-Gaussian. In particular, such noise 
is generally characterized by probability density functions which 
are much more heavy-tailed than the Gaussian density. While much 
attention has previously been focused on the design of optimum 
detection systems for Gaussian noise environments, more recently 
there has been increasing interest in the study of detectors for 
signals in such non-Gaussian noise. 

In this paper we will present the results of recent work on the 
general structure of detectors for narrowband signals in non­
Gaussian narrowband noise. For situations where the non-Gaussian 
noise is in addition only incompletely characterized, we consider 
the use of nonparametric hard-limiting schemes and also robust 
non-linear detectors for improved stability of performance. Both 
the coherent and non-coherent case of narrowband signals are con­
sidered, and detectors are examined which may be described as 
being of the generalized-narrowband-correlator types. Some con­
siderations of quantization and extension of the results to the 
random signal case are also discussed. 

The primary criterion of performance is the relative efficiency in 
the asymptotic case, which is particularly relevant in the case 
of weak-signal detection. It is shown that the non-linear 
schemes can provide a very considerable degree of performance im­
provements over linear schemes when non-Gaussian noise is present. 
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A SUBOPTHIAL RANDOM-THRESHOLD, MUL TISAMPLE DEC IS ION RULE AGAINST 
KNOWN SIGNALS WITH ADDITIVE AMPLITUDE-BOUNDED RANDOM INTERFERENCE 

Joel M. Morris & Neville E. Dennis 
Electrical Engineering Department 
Howard University 
Washington, D.C. 20059 

E-2-8 

A random-threshold multi-sample decision rule against known signals with 
additive, unknown-mean, amplitude-bounded, random interference is proposed as 
an extension to a single-sample robust (minimax) decision rule ([lJ). Simu­
lated probability-of-error (Pe) performance results are presented for a variety 
of non-Gaussian noise models: (1) Middleton's Class A canonical model ([2]); 
(2) El-Sawy's least favorable noise model [3]; (3) the sum of two Gaussians; 
and (4) the Rayleigh. The results show that a lower bound on the performance 
is determined by the related single-sample robust decision rule result; and is 
achieved by zero-mean symmetrical-density noise models. This lower bound is 
shown to be given by: 

\-1 1< N )M.i.:: M (M)(N-I)k I N+I )M.i<] 
B(/\)=t[tJ';X~+~) (2~1 + I~>- ~ \-;!T \-;N 

where A is the optimal integer fixed threshold, N is the number of thresholds, 
and M is the number of samples accumulated before making a decision. 

The performance of this decision rule is compared with, and shown to 
be better than, that of the sign detector, which is a non-parametric decision 
rule against symmetrical-density noise. The performance comparisons are de­
picted in terms of theoretical and simulated Pe vs M curves parameterized 
by N ([4J). 
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MONDAY, June 17 

Scattering Theory 

A.M. 

URSI COMMISSION F . SESSION Fl 

8:30· 12:00 
LAW 101 
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Theorie de la diffusion 
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TRANSFER FUNCTIONS OF SCATTERING POINTS. S.M. Sherman, Cherry Hill, NJ. USA 

2 THE COHERENT EFFECTIVE FIELD IN A DENSELY POPULATED. CORRELATED MEDIUM. M.A. 
Karam, A. K. Fung. University of Texas at Arlington. College of Engineering. Arlington. TX. USA 

3 BISTATIC SCATTERING FROM METAL CUBES: THEORY AND EXPERIMENT. R.V. McGahan, 
Rome Air Development Center. Electromagnetic Sciences Division. Hanscom AFB. MA. USA 

4 THE CONTRIBUTION TO DOPPLER SPECTRUM WIDTH BY A SCANNING RADAR. P.J. Eccles, 
MITRE Corporation. Transportation Systems Engineering Division. McLean. VA. USA 

5 A THEORETICAL STUDY OF DIFFUSE GROUND SCATTERING IN EARTH-SATELLITE COMMUNI­
CATION LINKS. V. Jamnejad, California Institute of Technology. Jet Propulsion Laboratory. Pasadena. 
CA. USA 

6 A ROUGH SURFACE SCATTERING MODEL FOR THE ENTIRE FREQUENCY RANGE. A.K. Fung, 
G.W. Pan, University of Texas at Arlington. College of Engineering. Arlington. TX. USA 

7 A NUMERICAL STUDY OF THE REGIONS OF VALIDITY OF THE KIRCHHOFF AND SMALL PER­
TURBATION THEORIES IN ROUGH SURFACE SCATTERING. A.K. Fung, M.F. Chen, University 
of Texas at Arlington. College of Engineering. Arlington. TX. USA 

8 PROBING OF SUBSURFACE CONDUCTORS WITH ELECTROCHEMICAL BOUNDARY CONDI­
TIONS. J.R. Wait, University of Arizona. ECE, Tucson. AZ. USA 

9 ANALYSIS OF A PARTIALLY BURIED CYLINDER. X.-B. Xu, C.M. Butler, University of Houston. 
Dept. of Electrical Engineering. Houston. TX. USA 

10 MICROWAVE IMAGING OF TWO-DIMENSIONAL BURIED INHOMOGENEITIES. L. Chommeloux, 
Ch. Pichot, J. Ch. Bolomey, C.N.R.S.-E.S.E .. Laboratoire des Signaux et Systemes. Gif-sur-Yvette, 
France 
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TRANSFER FUNCTIONS OF SCATTERING POINTS 

Samuel M. Sherman 
Consultant 

In the physical-optics method of electromagnetic backscat­
tering analysis, the echo from a radar target can be decomposed 
into contributions from discrete scattering points. With suf­
ficient pulse bandwidth, the individual scattering pOints can be 
resolved in range. Even when they are not resolved, there is 
often an advantage in calculating their individual echo contri­
butions and summing them (with due attention to time displace­
ments and relative phases) rather than dealing with the entire 
body. This approach gives insight into the scattering mechanism 
and sometimes simplifies the calculations. 

Each scattering point is characterized by a transfer func­
tion having magnitude and phase, as in circuit theory, defined so 
that the square of the magnitude equals the radar cross-section 
of the scattering point. The fact that the transfer function 
also includes a phase characteristic (over and above the phase due 
to distance from the radar) is often overlooked. The phase has 
important effects on the characteristics of echo pulses from re­
solved as well as unresolved scattering points. To derive the trans­
fer function for a specified aspect, the body geometry is first 
expressed in the form of projected area vs. range for that aspect. 
Each discontinuity in this "area function" or in any of its deri­
vatives, including the discontinuity at the leading edge of the 
body, produces a scattering point, which is represented as being 
due to an "incremental area function" originating at that point, 
superimposed on the continuation of the preceding area function. 
A Laplace transformation of the incremental area function yields 
the transfer function. Examples are given for various body shapes. 
Transfer functions are particularly simple to derive when the in­
cremental area functions can be expressed as polynomials. 

Given the incident pulse waveform and the transfer function 
of the scattering point, one can calculate the echo pulse wave­
form. Computer-generated examples are given. A simple approxi­
mate method has also been developed, which describes the changes 
in the pulse upon reflection in terms of a time shift (in addition 
to the propagation time delay), a phase shift of the carrier re­
lative to the envelope, and a shift in instantaneous frequency. 
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THE COHERENT EFF.ECTIVE FIELD IN A DENSELY 
POPULATED, CORRELATED MEDIUM 

Karam M.A. and A.K. Fung 
Wave scattering Research Center 
Box 19016, College of Engineering 
University of Texas at Arlington 
Arlington, Texas 76019 

F-1-2 

The coherent effective field in densely populated media 
containing randomly oriented scatterers is formulated. In this 
formulation, the scatterer orientation, the three particle 
correlation and the multiple scattering among pair of scatterers 
are taken into consideration. 

Numerical results illustrating the extinction coefficient for 
a dense medium with Markovian distribution are shown. The 
difference between this formulation and Lax formulation is also 
demonstrated. 
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BISTATIC SCATTERING FROM METAL CUBES: 
THEORY AND EXPERIMENT 

Robert V. McGahan 
Electromagnetic Sciences Division 

Rome Air Development Center 
Hanscom Air Force Base, MA 01731 

The backscattering cross section of the perfectly conducting cube, for broad­
side, planewave incidence, has a resonant maximum at 4S/h • 1 and a null at 
4s/x • 1.5, where s is the cube side length snd h is the wavelength (Yaghj­
ian and McGahan, IEEE Trans. Ant. Prop., Vol AP-33(3), 1985). In the present 
paper we have computed the bistatic scattering from cubes at the resonsnt 
point (4S/h • 1) and at the null (4S/h _ 1.5) in the H-plane, using the Mag­
netic Field Integral Equation (MFIE). In addition we have made bistatic scat­
tering measurements on two metal cubes, at 4S/h - 1 (s-7mm, f-10.71GHz) and 
4s/A - 1.5 (s-12mm, f-9.37GHz), over the range 15° ( 6 ( 155° and compared 
them with the theoretical values previously computed. The measured values 
agree with theory to within ±O.5 dB except at the 30° point on the 
curve for 4S/h - 1.5. The variation of bistatic scattering with angle is a 
maximum at this point and it is not clear if the discrepancy is due to measu­
rement error or positioning error. Figure 1 shows the bistatic scattering 
from a metal cube of size 4s/ X-1.S. It is interesting to note that even 
though there is a backscatter null, there is considerable scatter at other 
angles. 
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Figure 1. Bistatic scattering from a metal cube of side length 12 mm at 
9.37 GHz. Theory ----, Measured 0 0 o. 
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THE CONTRIBUTION TO DOPPLER SPECTRUM WIDTH BY A SCANNING RADAR 

PETER J. ECCLES 
MITRE CORPORATION # 

A computer model of a completely 
uniform reflectivity stationary 
storm containing stationary 
particles shows that the number 
of independent samples 
obtainable per pulse-volume by a 
scanning radar is a minimum of 
about 5.5. This is universal 
for such radars and is 
independent of any radar 
parameters: wavelength, P.R.F., 
scanning speed, beamwidth or 
dish size. It is due to the 
total effect of two parts, (a) 
averaging which occurs when the 
main-lobe "window" sweeps by a 
meteorological target, and (b) 
averaging which occurs when the 
pulse-window sweeps past the 
meteorological targets in range. 
However, the radar must take many 
samples per pulse width as well 
as many samples per beamwidth to 
achieve both effects, which 
provide an equivalent Doppler 
variance to which the Doppler 
variance within the scanned 
volume may be added. 
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Figure 1. Shovn, after H-Z, are Doppler 

:~~~~~~m r:!~~~~n O~6~:~~n~n C!~!t~~~e~C~~~:) to 

Fortuitously, Hamidi and Zrnic 
(Considerations for Weather 
Radars, Pre prints 20 Conf. Radar 

and (Jew due to wind speed (upper axis). The 
dashed line is through two experimental points of 
H-Z. The new value of (] for the NSSL radars 
rotating at 100 &-1, obt~01ned by multlpl,l"1ng 
the H-Z computed spectrum broadening by(2, 1s 
near .25 mis, very close to their experimental 
value of .26 m/s. The thick line gives the 
spectrUIr width for those radars due to anv 
rotation rate as computed frou: (1 ). . 

Met., AMS Boston, pp 319-326, 1981), called H-Z below, found that 
an S-band radar of .8° one-way beamwidth scanning at 10 0 /s gave a 
distributed ground clutter spectrum width of .26 m/s. Distributed 
ground clutter behaves like meteorological targets and is defined 
by (1) for a radar which samples once per pulse width: 

O'CQ = .108 x 2.35 x 10/(4 TT .8 ) = .252 mls (1 ) 

where ~ = .108 m, 10 0 /s is the scanning speed .8 0 is the one­
way beamwidth for that radar and 2.35 = ~ (azimuth averaging 
only). This result is plotted on the H-Z results in Fig. 1 above. 

This confirms the results from the computer model, and shows that 
the H-Z theoretical value of .17 mls is ~ too low. 

# Mail Stop W280, 1820 Dolley Madison Boulevard, McLean, VA, 22102 
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A THEORETICAL STUDY OF DIFFUSE GROUND SCATTERING 
IN EARTH-SATELLITE COMMUNICATION LINKS 

Vahraz Jamnejad 
Jet Propulsion Laboratory 

California Institute of Technology 
Pasadena, CA 91109 

Evaluation of the incoherent diffuse scattering from rough surfaces 
and its contribution to the multipath in satellite-to-ground links 
is a rather complicated process. In most cases reliance is made on 
the experimentally available data, although some theoretical guide­
lines based primarily on the seminal works of Beckmann and Spizzi­
chino is also available. 

Here an attempt is made to study parametrically the contribution of 
the diffuse scattering at the ground receive antenna due to the 
incident field from a high-orbit satellite antenna. A random 
surface with a Gaussian distribution. is assumed. First the contri­
bution from an element of surface is formulated in a simple but 
approximate manner, valid for all ranges of values of the rms 
surface roughness. A general formulation of the magnitude and 
polarization (both linear and circular) of the total diffuse 
component, integrated over the "glistening" region (contributing to 
the diffuse component) is then given. 

Some computed results indicating the relative variation of the 
magnitude of the diffuse component as a function of the elevation 
angle, receive antenna height, rms height and correlation length of 
surface irregularities, and antenna gain pattern variations will be 
presented. Finally assuming additional simplifications an example 
is worked out for a proposed future Ocean Topography Experiment 
(TOPEX) which uses the TRANET ground antennas in a precision orbit 
determination scheme. 
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A ROUGH SURFACE SCATTERING MODEL FOR 
THE ENTIRE FREQUENCY RANGE 

A.K.Fung and G.W.Pan 
Wave Scattering Research Center 

Box 19016, College of Engineering 
University of Texas at Arlington 

Arlington, TX 76019 

F-1-6 

The standard integral equation for surface current was solved 
on a perfectly conducting random surface. The far zone scattered 
field and the average back scattered power were then computed using 
this current estimate. Simple and explicit expressions were 
obtained for the back scattering coefficients. It was shown that in 
the low frequency limit the results agreed with those of the 
first-order small perturbation for both horizontal and vertical 
polarizations. In the high frequency limit the same expressions 
for the back scattering coefficients reduced to that of the 
geometrical optics. The explicit forms of the backscattering 
coefficients were shown to contain three significant terms and the 
difference between the horizontal and vertical polarizations was 
just the sign in one of the terms. 

Numerical illustrations were provided in which comparisons 
were shown between the results of the present theory and those of 
the Kirchhoff and the first-order small perturbation for a variety 
of surface parameter values. A comparison was also shown with 
measurements from a known man-made random surface. Results 
indicate that the difference between the horizontal and vertical 
polarization is at its maximum in the low frequency limit where the 
small perturbation theory is applicable. This difference 
gradually decreases as frequency increases. Thus,measured data 
may appear to have polarization characteristics similar to those 
of the small perturbation theory in frequency regions where the 
perturbation theory is no longer valid. 
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A NUMERICAL STUDY OF THE REGIONS OF VALIDITY OF THE 
KIRCHHOFF AND SMALL PERTURBATION THEORIES IN 

ROUGH SURFACE SCATTERING 

A.K.Fung and M.F.Chen 
Wave Scattering Research Center 

College of Engineering 
University of Texas at Arlington 

Arlington,TX 76019 

The regions of validity of the common rouyh surface scattering 
models,namely,the Kirchhoff and the first-order perturbation 
models are studied by numerical simulation. The procedure is to 
generate a one dimensional perfectly conducting random surface on 
the digital computer, compute the induced surface current on the 
surface due to an impinging plane wave by the moment method, and 
then calculate the far zone back scattered field and power. This 
procedure is repeated at least forty times or more and the results 
averaged to obtained the average scattered power. Many so called 
Kirchhoff model involve simplifying assumptions in addition to the 
Kirchhoff approximation. To avoid confusion the Kirchhoff model 
here uses only the Kirchhoff approximation for the surface current 
and the far zone scattered field and power are evaluated 
numerically to avoid the use of additional approximations. 
Comparisons between the approximate models and the numerical 
calculations are made for various values of the standard deviation 
of surface heights and the surface correlation length both 
normalized with respect to the incident wave number denoted by k~ 
and kl respectively. By using these two normalized surface 
parameters to form a two dimensional space the approximate regions 
of validity are then established. 

It is found that due to the inclusion of the coherent 
scattering component the Kirchhoff model continues to provide good 
agreement near vertical incidence when kl is less than 6 and k6 is 
less than 1. It is also found that the usual requirement of small 
slope in the small perturbation model is inadequate. This 
condition should be replaced by requiring kl to be small. 
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PROBING OF SUBSURFACE CONDUCTORS WITH 
ELECTROCHEMICAL BOUNDARY CONDITIONS 

F-1-8 

JalTles R. Wait, ECE, University of Arizona, Tucson, AZ 85721 

It is now well known that the effective conductivity and 
permittivity of earth materials in situ are strong functions of 
frequency. This isparticularly true at ELF and VLF. The phy­
sical mechanisms are not clearly understood but it is clear 
that change of conduction from electronic to electrolytic in 
the case of disseminated mineralization is a major source of 
the dispersion. A simple phenomenological model that has 
met with success is the ensemble of coated metallic spheres 
or spheroids. The interface ilTlpedance is then fitted into the 
boundary value problem in a straight-forward fashion ( e. g. 
Chap. 2 in GeoElectromagnetism by J. R. Wait, Academic 
Press, 1982). Assuming more realistic electrochemical 
descriptions of the metal-electrolyte interface and non­
spherical particle shapes, the dependence on volume load­
ing, particle orientation, and texture can be examined. 
We also consider a model for dispersion in clay like media 
where the influence of bound ions on the particle surface 
can be modelled as a conductive sheath which. in' general, 
may be complex and highly dispersive. Finally we consider 
a general particle model where the sheath effects can be 
treated as a combined interface impedance and interface 
admittance. In the context of potential theory this model 
allows for the simultaneous discontinuity of potential and 
normal current flow at the surface of the particle. Such 
effective electrochemical boundary conditions can be further 
generalized to include the electromagnetic surface imped­
ance that plays a role when the problem is no longer quasi­
static in nature. Such an example is a long metal conductor 
buried in the earth. Then the induced eddy currents add 
their share of the overall dispersion as seen by an external 
observer. ( e. g _ see M. S. theses by P. W. Flanagan 
and J. T. Williams, University of Arizona, 1983 and 
abstracts from COlTlmis sian B meeting of URSI in Houston 
May, 1983) Some of the analytical details of this type of 
boundary problem are described in Electromagnetic Wave 
Theory ( by J.R Wait, Harper and Row, 1984). 
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ANALYSIS OF A PARTIALLY BURIED CYLINDER 

Xu, Xiao-Bang and Chalmers M. Butler 
Department of Electrical Engineering 

University of Houston 
Houston, Texas 77004, USA 

The current induced by an incident plane wave on a 
conducting cylinder which resides partially in one half 
space and partially in another is determined. The 
cylinder is of uniform cross section and of infinite 
length and its axis is parallel to the planar media 
interface. The semi-infinite half spaces contain 
different materials and are homogeneous. The excitation 
is (1) transverse magnetic and (2) transverse electric 
to the cylinder axig and is invariant in this axial 
direction. Integral equations for the structure are 
presented and discussed. Numerical methods for solving 
the equations are described and special analytical 
features of the solution procedures are investigated in 
some detail. The induced current is presented 
graphically as a function of the various parameters of 
the problem. From the data presented, one can see that 
known conditions at media interfaces are exhibited by 
the current and its derivative. Also, far-zone 
scattered field patterns are presented and discussed. 
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MICRm~AVE IMAGING OF TWO-DIMENSIONAL 
BURIED INHOMOGENEITIES 

L. CHoMMELoUX, Ch. PICHoT, J.Ch. BoLoMEY 

Groupe d'Electromagnetisme 
Laboratoire des Signaux et Systemes 

C.N.R.S. - E.S.E. 
Plateau du Moulon 

91190 GIF-sur-YVETTE, FRANCE 

F-I-IO 

Many diagnostic problems in Geophysics and Civil Engineering 
are characterized by interaction of electromagnetic waves with ob­
jects buried in homogeneous or stratified media. Most of the in­
vestigations which have been done in this domain, concern the de­
tection of buried objects but few papers have dealt with the pro­
blem of identifying the objects [canalizations, tunnels, etc.). 

The proposed method is based on the integral representation 
for a plane wave incident on a lossy half-space containing a cy­
lindrical object of arbitrary cross section and electrical proper­
ties [Fig. 1). The induced current distribution in the object is 
obtained from the backscattered field measurement in amplitude 
and phase. In order to improve the spatial resolution in the ima­
ge, the scattered field is measured for different plane wave in­
cidences and various frequencies. A large number of numerical si­
mUlations concerning the shape, the size and the position of the 
object have been carried out for different values of soil and ob­
ject electromagnetic parameters. 

In order to obtain more realistic results, we also conside­
red the effects of a layer [water, ice, snow, etc.) on the quality 
of the reconstruction. Simulations show that an isotropic resolu­
tion can be obtained so that : Ox = Oy = ~ [A1 : wavelength in 
vacuum). An example of our results, for a 2 cylinder with rectan­
gular section is shown in Fig. 2 at 3 GHz. 
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MONDAY. June 17 

Mobile Radio and 
Urban Propagation 

A.M. 

URSI COMMISSION F . SESSION F2 

8:30 - 12:00 
LAW 102 

Le LUNDI17 juin 

Radio mobile et 
propagation urbaine 

Chairperson/President: D.C. Cox. Bell Communications Research. Red Bank. NJ. USA 

1 (8:40) LAND MOBILE RADIO PROPAGATION MEASUREMENTS AT 869 and 1501 MHz. W.J. 
Vogel. University of Texas at Austin. Electrical Engineering Research Laboratory. Austin. TX. USA 

2 (9:10) PROPAGATION MEASUREMENTS IN NEW YORK CITY AT 850 MHz. S.B. Rhee. AT&T 
Bell Laboratories. Whippany. NJ. USA 

3 (9:40) TIME DELAY SPREAD MEASUREMENTS OF WIDEBAND RADIO SIGNALS IN BUILDINGS. 
D.M.J. Devasirvatham. Bell Communications Research. Radio and Satellite Systems Research Divi­
sion. Holmdel. NJ. USA 

4 (10:10) RF POWER SPECTRUM MEASUREMENTS IN THE MOBILE RADIO ENVIRONMENT. R.L. 
Campbell. Michigan Technological University. Dept. of Electrical Engineering. Houghton. MI. USA 

5 (10:40) MEASURED CHARACTERISTICS OF 800/900 MHz RADIO CHANNELS WITH HIGH AN­
GLE PROPAGATION THROUGH MODERATELY DENSE FOLIAGE. R.J.C. Bultitude, Department 
of Communications. Communications Research Centre. Ottawa. ON 

6 (11:10) MACROSCOPIC DIVERSITY IN THE PORTABLE RADIOCOMMUNICATION ENVIRON­
MENT. H.W. Arnold. R.R. Murray, D.C. Cox, Bell Communications Research. Holmdel. NJ. USA 
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LAND MOBILE RADIO PROPAGATION MEASUREMENTS 
AT 869 AND 1501 MHZ 

Wolfhard J. Vogel 
Electrical Engineering Research Laboratory 

The University of Texas at Austin 
10100 Burnet Road 
Austin, TX 78758 

In order to design a satellite system which would provide 
vehicles travelling through rural areas in the continental United 
States with mobile access to the telephone network, one requires 
a quantitative knowledge of the signal characteristics produced 
by typical propagation scenarios. 

An experiment is described in which measurements of the 
amplitude and phase of continuous wave radio signals were made in 
a van while driving through East Texas, Louisiana, Mississippi, 
and into Alabama. Two circularly polarized transmitters, at 869 
and 1501 MHz, were carried for some 20 hours by a stratospheric 
balloon at an altitude of 33 km in simulation of a satellite 
link. Measurements were made at elevation angles from 20 to near 
90 degrees. Road types encountered ranged from paved rural two­
lane to interstate highways. Vegetation blockage of the line of 
sight, when present, was caused by the deciduous and coniferous 
trees typical to the south-eastern states. At 869 MHz, in 
addition to the drooping dipole receiving antenna, measurements 
were made with azimuth steer able microstrip and helix antennas to 
assess their ability of rejecting ground reflections. Results of 
the statistics and spectra of the received power and phase at the 
two frequencies and under a variety of conditions will be 
presented. 
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Propagation Measurements in New York City 
at 850 MHz 

s. B. Rhee 

AT&T Bell Laboratories 
Whippany, NJ 07981 

Abstract 

This paper describes the results of propagation 
measurements performed in the heavily built-up 
urban areas of New York city at 800 MHz cellular 
mobile frequency band. In the measurements, four 
base station transmitters located in New Jersey 
near Newark, NJ have been used to transmit signals 
at four discrete frequencies. Mobile receivers 
on-board a specially instrumented vehicle, the 

F-2-2 

AT&T Bell Laboratories Mobile Communications 
Laboratory (MCL), have been used to monitor and record 
four signals simutaneously as the MCL traveled on the 
streets of Manhattan. 

This paper will describe the measurement configuration, 
data processing and organization as well as the results 
of the measurements in detail. Also discussed will be 
how the results of these measurements compare against 
some earlier measurement results in other urban areas. 
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TIME DELAY SPREAD MEASUREMENTS OF WIDEBAND RADIO 

SIGNALS IN BUILDINGS 

Daniel M. J. Devasirvatham 
Bell Communications Research 

Radio and Satellite Systems Research Division 
HOH Room L-17 5 

Holmdel-Keyport Road 
Holmdel, NJ 07733 

Propagation of radio waves in buildings is characterized by strong 
multipath effects, which cause different rays of the signal to reach 
the receiver at slightly different times. The resulting time smear could 
cause inter-symbol interference which limits the usable signalling rate 
of digital radio communications systems operating in buildings. 

An experiment to measure the time delay spread of a wide band radio signal 
was implemented. The method uses the correlation properties of maximal 
length pseudo-random noise codes to reduce data acquisition rates, while 
effectively probing the medium with a narrow pulse. Measurements were 
made at 850 MHz using bi-phase modulation at 40 Mbits per second. 

Measurement sites varied from a large office bUilding to private 
residences. The results indicate that root mean square time delay spreads 
of several hundred nanoseconds can occur. Therefore, signalling rates 
of a few hundred kilobits per second may be supported by digital 
communications systems in buildings. 

Note: Current address will change in spring of 1985 to: 
Bell Communications Research 
331 Newman Springs Road, NVC 3X-343 
Red Bank, NJ 07701 
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RF POWER SPECTRUM MEASUREMENTS 
IN THE MOBILE RADIO ENVIRONMENT 

Richard L. Campbell 
Department of Electrical Engineering 

Michigan Technological University 
Houghton, Michigan 49931 
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Measurements were made of the Doppler spread signal at 
a receiver moving through a residential area of 
Seattle at 144, 432 and 1296 MHz. The CW transmitting 
antenna was mounted on the roof of one of the houses. 
The receiver moved in a straight line at a constant 
velocity of about 4 mls along residential streets at 
right angles to the direct transmitter-receiver path. 
Measurements were made at transmitter-receiver 
distances of approximately 470 m and 1570 m. The 
signal was simultaneously received on co and cross 
polarized antennas on the vehicle roof, amplified and 
linearly translated to a low frequency IF and 
digitally signal processed. Power spectra were 
averaged over 320 m of vehicle travel with a 
frequency resolution of 0.1 to 0.4 Hz. Total 
received intensities relative to free space are -43 
to -52 dB at 144 MHz, -21 to -45 dB at 432 MHz and 
-57 to -74 dB at 1296 MHz. Cross polarized total 
intensities are 2 to 4 dB lower than copolarized 
total intensities at 144 MHz, about 6 dB lower at 432 
MHz and 0 to 2 dB lower at 1296 MHz. The experiment 
geometry allows conversion of the Doppler power 
spectrum to a signal arrival angle spectrum. Further 
signal processing, using the known direct path 
arrival angle as a function of time, allows 
separation of the received signal intensity into 
coherent and incoherent parts. The shape of the 
incoherent power spectrum at all frequencies, 
distances and polarizations is consistent with the 
assumptions that the scattered signals are equally 
likely to arrive at any angle in the horizontal plane 
and that the strongest signals arrive from the 
scatterers near the receiver. The coherent 
contribution to the total intensity is found to be 
significant at all frequencies and distances, and for 
both co and cross polarizations. For copolarized 
signals at 1570 m distance at both 144 MHz and 432 
MHz, the total intensity has nearly equal coherent 
and incoherent parts. 
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MEASUREO CHARACTERISTICS OF 800/900 MHZ RAnIO 
CHANNELS II/ITH HIGH ANGLE PROPAGATION 

THROUGH MonfRATELY nENSE FOLIAGE 

Robert J.C. Rultitude 
Communications Research Centre 
Oepartment of Communications 

Ottawa, Canada 

The digital transmission capacity of randomly fading 
multipath radio channels is limited to that capacity at which the 
bandwidth of transmission is much less than the coherence 
bandwidth (Rc) of the channel. It is therefore of interest for 
system des i gn purposes to determi ne Rc in propagation envi ronments 
where the use of digital radio systems is planned. 

One channel on which fading is expected due to multipath 
propagation and terminal motion is that of a geostationary 
satellite link to a mobile terrestrial receiver. A mohile digital 
communication system of this type is heing planned by the Canadian 
Government for operation in the 800/900 Mhz band. Since this 
system is planned for operation in rural environments, trees 
bordering roadways are expected to be the major and most 
consistent cause of multipath interference. For the purpose of 
predicting capacity limitations on the planned channels, 
experiments were therefore conducted to determine the fading 
statistics and frequency correlation characteristics of 800/900 
MHz channels over which propagation is at high angles (~OO) 
through moderately dense foliage. 

The paper to be presented details the results of experiments 
that were conducted to simulate conditions on the planned 
satellite channels by operating a pseudo-noise channel prohe from 
a 210 ft. tower through deciduous trees to a receiver at close 
range. Measurement results include: channel impulse response 
estimates, Ooppler/angle of arrival analyses, envelope fading 
statistics and double sided frequency correlation plots. 
Comparisons are made between channel characteristics during the 
summertime, and during the autumn when the leaves have fallen from 
the trees. Estimates of digital channel capacity limitations are 
al so gi ven. 
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MACROSCOPIC DIVERSITY IN THE PORTABLE 
RADIOCOMMUNICATION ENVIRONMENT 

H. W. Arnold, R. R. Murray, and D. C. Cox 
Bell Communications Research 

Holmdel, NJ 07733 
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Microwave propagation into and around buildings is sUbject to severe 
spatial fluctuations in path loss. Multipath propagation produces rapid 
fluctuations on a scale of one wavelength. Larger-scale fluctuation, 
often called shadow fading, is produced by bui Idings and other large 
geographical features. This shadow fading is typically log-normally 
distributed, with a standard deviation in excess of 10 dB (Cox, et. aI., 
AT&T BL T J, 63, 921-954, 1984). This shadow fading restricts the 
reliable coverage range of a low-power portable radiocommunication 
system. 

In a dense radio network with many fixed nodes, portable users may 
potentially be served by more than one fixed node. If the shadow fading 
between a portable and several fixed nodes is independent, reliability 
at coverage extremes can be improved by selecting the node with the 
lowest average path loss. This technique will be termed macroscopic 
diversity. 

Propagation measurements at 816 MHz have been conducted in and 
around eight houses from several fixed locations distributed around 
each house. Geometric path lengths were below 2300 feet in all cases. 
Data were reduced to estimate the shadow fading component of the 
path loss between each fixed location and several locations in and 
around each house. Significant reliability improvements were obtained 
by selecting, from randomly-chosen pairs and triples of fixed 
locations, that path with the lowest value of shadow fading at every 
portable location. The additional improvements obtainable from other 
choices of fixed locations will be discussed. 
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TUESDAY. June 18 

Microwave Meteorological 
Measurements 

A.M. 

URSI COMMISSION F . SESSION F3 

8:30 . 12:00 
LAW 101 

Le MARDI 18 juin 

Mesures meteorologiques 
par micro-ondes 

Chairperson/President: R.K. Moore. University of Kansas. Lawrence. KS. USA 

1 FINESTRUCTURE STABLE LAYERS OBSERVED BY SOUNDER AND IN·SITU TOWER SENSORS. 
E.E. Gossard. University of Colorado. Cooperative Institute for Research in the Environmental Sciences. 
Boulder. CO. USA; J.E. Gaynor. NOAA/ERL/Wave Propagation Laboratory. Boulder. CO. USA 

2 MODEL GRAVITY WAVE SPECTRA FOR COMPARISON WITH SPECTRA OBSERVED BY 
DOPPLER BOUNDING SYSTEMS. T.E. VanZandt. National Oceanic and Atmospheric Administra­
tion. Aeronomy Laboratory. Boulder. CO. USA 

3 THE PROPOSED FLATLAND ST RADAR. J.L. Green. T.E. VanZandt. K.S. Gage. National Oceanic 
and Atmospheric Administration. Aeronomy Laboratory. Boulder. CO. USA; G.D. Nastrom. Control 
Data Corporation. Minneapolis. MN. USA 

4 VARIABILITY IN DOPPLER RADAR MEASUREMENT OF HORIZONTAL WIND. A.T. Waterman 
Jr .• Stanford University. STAR Laboratory. Stanford. CA. USA 

5 COMPUTATION OF BACKSCATTER AND PROPAGATION EFFECTS IN SEVERE CONVECTIVE 
STORMS: COMPARISON WITH DUAL-POLARIZED RADAR OBSERVATIONS AT S- AND X­
BANDS. J. Vivekanandan. V.N. Bringi. V. Chandrasekar. Colorado State University. Dept. of 
Electrical Engineering. Ft. Collins. CO. USA 

6 ESTIMATION OF EDDY DISSIPATION RATES IN A STORM FROM DOPPLER RADAR DATA. O.S. 
Zrnic. National Oceanic and Atmospheric Administration. National Severe Storms Laboratory. Norman. 
OK. USA; K.A. Brewster. Program for Regional Observing and Forcasting Services Boulder. CO. USA 

7 MID-LATITUDE MICROWAVE MEASUREMENTS OF MESOSPHERIC MOISTURE. C.L. Croskey. 
L.C. Hale. Pennsylvania State University. Dept. Electrical Engineering. University Park. PA. USA; 
R.G. Joiner. Office of Naval Research. Arlington. VA. USA; P.J. Moser. Bloomsburg University of 
Pennsylvania. Dept. of Physics. Bloomsburg. PA. USA; J.J. Olivero. J.-J. Tsou. Pennsylvania State 
University. Dept. of Meteorology. University Park. PA. USA 

8 POLARIZATION EFFECTS IN MICROWAVE RADIOMETRY SUBJECT TO WET REFLECTORS. 
D.C. Hogg. M.D. Jacobson. National Oceanic and Atmospheric Administration. Wave Propagation 
Laboratory. Boulder. CO. USA 

9 EXPENDABLE TOTAL POWER RADIOMETER TARGET DETECTORS AT Ku-Ka BANDS. M. Fried­
man Axler. H.K. Wolfe. Jr .• AAI Corporation. Baltimore. MD. USA 
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FINESTRUCTURE STABLE LAYERS OBSERVED BY 

SOUNDER AND IN-SITU TOWER SENSORS 

E.E. Gossard 

Cooperative Institute for Research in the Environmental Sciences 

University of Colorado 

Boulder, Colorado 80303 

J.E. Gaynor 

NOAA/ERL/Wave Propagation Laboratory 

Boulder, Colorado 80303 

A study of the finestructure within elevated stable atmospheric layers is 
described. The observational program consisted of measurements made with 
fast-response turbulence sensors on a carriage traversing a 300 m tower and 
comparison of the carriage data with acoustic and radar echo sounders. Some 
supporting observations using a free-bal1oon-borne sensor of C

T 
are also 

shown. The layers studied were found to be composed of sheets and layers in 
temperature, humidity and wind reminiscent of the sheet and layer structures 
often reported in lakes, estuaries and the oceans. The distributions of tur­
bulence properties through the layered structures are described, and Some 
implications for models are discussed. A quite general ratio of sheet-to­
layer thickness is proposed toward which the process of step formation 
proceeds. A model of specular reflection is compared with a Bragg backscatter 
model, and it is concluded that specular contributions from the observed 
gradients can exceed the Bragg return if radar wavelengths greater than a few 
meters are used. It is found that atmospheric turbulence may be highly 
anisotropic even for scales smaller than a meter in very stable zones or in 
convectively unstable layers. 
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MODEL GRAVITY WAVE SPECTRA FOR COMPARISON WITH 
SPECTRA OBSERVED BY DOPPLER BOUNDING SYSTEMS 

T.E. VanZandt, Aeronomy Laboratory, NOAA, 
325 Broadway, Boulder, CO 80303 

F-3-2 

Doppler remote sensing techniques (radar, lidar, and sodar in 
the atmosphere, Doppler sonar in the ocean) measure the radial 
velocity versus time and radial range. From such measurements, the 
power spectra of the radial velocity fluctuations versus frequency 
and radial wavenumber can be calculated. One objective of such 
measurements is to assess the process or processes that cause the 
velocity fluctuations by comparing the observed spectra with model 
spectra based on physical descriptions of the proposed processes. 
A likely process is internal gravity waves. But comparison of 
observed spectra with model gravity wave spectra is not straight­
forward, since model gravity wave spectra are usually described in 
terms of horizontal or vertical wavenumber and frequency, not 
radial wavenumber and frequency. Because of the particular proper­
ties of gravity wave, conversion from horizontal or vertical 
wavenumber to radial wavenumber is not simple. 

In this paper, model gravity wave spectra versus radial wave­
number and frequency are calculated from the formalism that Pinkel 
(Deep-Sea Res., 28A, 269-289, 1981) developed for Doppler sonar. 
A Garrett and Mu~(~. Geophys. Res., 80, 291-297, 1975) two­
dimensional gravity spectrum, which has been shown to be at least 
a fair approximation to observed atmospheric spectra (VanZandt, 
Geophys. Res. Lett., i, 575-578, 1982), is used as input. The 
resulting model spectra are discussed as a function of the para­
meters of the input model (spectral slopes and wavenumber band­
width), buoyancy frequency, averaging time, zenith angle, etc. 

The use of such model spectra will be illustrated by com­
parison with observed spectra of wind fluctuations in the summer 
mesosphere obtained by the MST radar technique. 
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THE PROPOSED FLATLAND ST RADAR 

* J. L. Green, T.E. VanZandt, K.S. Gage, and G.D. Nastrom 
NOAA, Aeronomy Lab, 325 Broadway, Boulder, CO 80303 

It has been demonstrated by Nastrom et al., Monthly Weather 
Rev., in press, 1985) that the small vertical velocities of the 
atmosphere associated with synoptic scale meteorology can be 
measured by an ST radar when orographic effects are not present. 
At present all ST radars are located in or near mountains. 

To study the measurement of vertical velocity, the Aeronomy 
Laboratory of NOAA plans to build a VHF ST radar near Urbana, 
Illinois, where the surrounding terrain is extremely flat and far 
from any mountains. Such a radar will also be extremely useful 
for studying frontal passages, gravity waves and jet streams, etc. 

The design of the proposed radar will be based on that of the 
Sunset Radar (located near Boulder, Colorado). It will have a 
wavelength of 7.4m and a 60m x 60m steerable array antenna. With 
the steerable antenna beam it should be possible to check the con­
sistency between the vertical velocity measured with the vertical 
beam and that inferred from beams in several oblique directions 
using the continuity equation. 

* Control Data Corp., P.O. Box 1249, Minneapolis, MN 55440 
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VARIABILITY IN DOPPLER RADAR MEASUREMENT 
OF HORIZONTAL WIND 

A. T. Waterman, Jr. 
ST AR Laboratory 

Stanford University 

F-3-4 

There are an Increasing number of radars capable of obtaining 
echoes from the clear air and using them to measure wind In the 
height range below 20 km. Of the various wind-measuring 
techniques, that utilizing the Doppler frequency shift of the return 
signal is common. To measure the vector wind at any given 
altitude, the radar beam must be pOinted in at least three 
non-coplanar directions. For a single monostatlc radar this means 
that the components of the vector wind are obtained using data 
from different locations in the atmosphere, and sometimes also 
from different times. The question then arises as to how much 
accuracy Is lost. 

The present paper, while not attempting to answer this 
question adequately, nevertheless does present data that are 
relevant to the problem. Using the SOUSY 47 MHz radar In the 
300m-diameter antenna at Areclbo, measurements were made at 
seven different zenith angles, and repeated at two different 
azimuths. For each azimuth, zenith angles were chosen in pairs, 
and the horizontal and vertical wind components were computed 
from the data for each pair, for a given height. The results were 
then compared for consistency. Examples will be shown of these 
results and the variability found. 
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COMPUTATION OF BACKSCATTER AND PROPAGATION EFFECTS IN SEVERE 
CONVECTIVE STORMS: COMPARISON WITH DUAL-POLARIZED RADAR 

OBSERVATIONS AT S- AND X-BANDS 

J. Vivekanandan, V. N. Bringi and V. Chandrasekar 
Department' of Electrical Engineering 
Colorado State University 
Ft. Collins, CO 

A theoretical backscatter and propagation model is described for 
application to hydrometeors present in severe convective storms. 
The hydrometeors to be modelled are oblate raindrops, conical 
graupel and oblate hailstones which are assumed to be exponentially 
distributed with size and possess a Gaussian distribution of canting 
angles. Aircraft 2D PMS probe observations are used to model the 
shape and size distributions of raindrops and graupel. Computations 
of differential reflectivity (ZDR) at S-band and linear depolarization 
ration (LDR) at X-band are shown to be consistent with radar measure­
ments in convective storms obtained using the National Center for 
Atmospheric Research CP-2 .radar in June 1984 in the vicinity of 
Boulder, CO. 
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ESTIMATION OF EDDY DISSIPATION RATES IN A STORM FROM 
DOPPLER RADAR DATA 

Dusan S. Zrnic' 
National Severe Storms Laboratory, NOAA 

1313 Halley Circle, Norman, OK 73069 

Keith A. Brewster 
Program for Regional Observing and 

Forecasting Services 
325 Broadway, Boulder, CO 80303 

F-3-6 

Doppler radars offer unique data from which it is possible 
to estimate turbulent eddy dissipation rates, E. If the iner­
tial subrange extends to lengths longer than the resolution 
volume size, E can be obtained from the Doppler spectrum 
width. Spatial spectra of mean Doppler velocities can also 
yield E estimates but only if a significant portion of the 
analysis length is contained within the inertial subrange. We 
compare dissipation rate estimates obtained with the two inde­
pendent measurements. At close range and vertical incidence 
agreement between the two independent estimates of E is within 
10%. Furthermore, the slope of the spatial energy densities is 
very close to -5/3, predicted by Kolmogorov. The energy input 
is mainly from buoyancy-driven updrafts, and the transition 
wavelength between the input scale and the inertial subrange is 
therefore somewhat smaller than the updraft-downdraft circula­
tion cell, which has a diameter of about 10 km. For a more 
distant storm at a range of 60 km, the filtering of mean veloci­
ties by the resolution volume precludes precise estimation 
of E from spatial spectra of mean velocities. Kinetic energy 
development during the growth phase of this storm is examined 
using wind fields obtained from two Doppler radars and Doppler 
spectrum width data. The kinetic energy grew exponentially 
before becoming nearly steady-state. Energy exchanges are most 
vigorous within and in the vicinity of the updraft region. When 
summed over the entire storm volume, eddy disSipation and pro­
duction from vertical shear of the mean wind are also important. 

361 

,Ii 



F-3-7 

MID-LATITUDE MICROWAVE MEASUREMENTS OF MESOSPHERIC MOISTURE 

C. L. Croskey and L. C. Hale 
Communications and Space Sciences Laboratory 

Department of Electrical Engineering 
The Pennsylvania State University 

University Park, PA 16802 

R. G. Joiner 
Office of Naval Research 

Arlington, VA 22217 

P. J. Moser 
Department of Physics 

Bloomsburg University of Pennsylvania 
Bloomsburg, PA 17815 

J. J. Olivero and J.-J. Tsou 
Communications and Space Sciences Laboratory 

and Department of Meteorology 
The Pennsylvania State University 

University Park, PA 16802 

Over a period of several years, ground based remote measurements 

have been made of water vapor in the mesosphere using microwave 

radiometry techniques from University Park, PA. Initially these 

measurements utilized absorption of solar radiation at the 1.35 cm H20 

line and subsequently they were converted to observing emission of 

this line with a low noise MASER receiver. These data are 

systematically studied for secular and seasonal structure, and for 

correlations with other measurements, including radio wave 

propagation. 
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POLARIZATION EFFECTS IN MICROWAVE RADIOMETRY SUBJECT TO WET REFLECTORS 

D. C. Hogg and M. D. Jacobson 
Wave Propagation Laboratory, Environmental Research Laboratories, NOAA 

Boulder, CO 80303 

In many applications, microwave radiometers are required to operate 
under all weather conditions; these include those under which the 
exposed element of the antenna system becomes wetted by rain. Here we 
discuss the special case of a wetted flat reflector with energy at 20.6 
and 31.6 GHz, linearly and orthogonally polarized, incident at an angle 
of 45°. The brightness temperatures of the wet reflector are computed 
from conventional theory, and are measured, for various thicknesses of 
water layer. The impact of these results on design of radiometers for 
research and operational application is discussed. 
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EXPENDABLE TOTAL POWER RADIOMETER TARGET DETECTORS AT Ku-Ka BANDS 

M. Friedman Axler and H. K. Wolfe, Jr.; AAI Corporation 

Low cost total power radiometers for application in airborne 
vehicles as target detectors are demonstrated employing AAI 
developed conformal patch array antennas with receivers tuned to 
Ku- and Ka-bands. Effects of component/signal processing 
circuitry parameters and viewing angles on detection sensitivity 
are illustrated. The 35 GHz radiometer conformal antenna shown 
in the figure is composed of a square array of a 32 x 32 element 
matrix linearly polarized with a total of 1024 patch elements. 
A corporate reactive tee micros trip feed insures equal amplitude 
and phase distribution to each element. Target detection data 
taken with engineering models is shown in the figures at 15 and 
35 GHz. The 35 GHz engineering model is centerfed with a single 
waveguide to micros trip transition that results in a length of 
7.3" of microstrip line to each patch. The antenna gain is 28 dB; 
beamwidths 2.6° x 2.6°. A new feed systetm has been developed 
using waveguide with three H plane reactive power divider junctions 
with reduced micros trip line lengths of 3.65" to each patch. 

Low VSWR waveguide to micros trip i,., ,,' 
transition designed to feed each of 
four 256 patch arrays provides 
antenna gain of 32 dB nom. with 
input VSWR of 1.3:1; beamwidths 
2.5° x 2.5°; -20 dB sidelobes, 
(acknowledgement is made to C. R. Mann). ,,' 
The patch elements are printed on 
10 mil. duroid 5880 backed by 1/16" 
aluminum plate. Waveguide T-
junctions and input section are 
mounted on the back. Target 
detection data collected with the 
higher gain 35 GHz antenna is also 
shown. 
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1 ACCURATE COMPUTATION OF DIFFRACTION LOSS IN VHF LINKS. H.A. Kalhor. A.M. Riazi. 
Shiraz University. Electrical Engineering Dept.. Shiraz. Iran 

2 VHF AND UHF RADIO PROPAGATION IN THE NORTHWEST PASSAGE. R.S. Butler. Department 
of Communications. Communications Research Centre. Ottawa. ON 

3 METEOROLOGICAL PROPERTIES OF THE NOCTURNAL BOUNDARY LAYER DURING MUL TI­
PATH PROPAGATION. J. Claverie. C. Klapisz. M. Sylvain. CNET jPABjRPE. Issy les Moulineaux. 
France 

4 MICROWAVE MUL TIPATH POWER AND ANGLE-Of-ARRIVAL SPECTRA USING FFT SIGNAL ANA­
LYZERS. R.l. Campbell. Michigan Technological University. Dept. of Electrical Engineering. Houghton. 
MI. USA; W.J. Helms. University of Washington. Dept. of Electrical Engineering. Seattle. WA. USA 

5 AMPLITUDES AND ANGLES-OF-ARRIVAL OF TROPOSPHERIC MUL TIPATH MICROWAVE SIG­
NALS USING A WIDE APERTURE ARRAY. A.R. Webster. A.M. Scott. University of Western On­
tario. Centre for Radio Science. London. ON 

6 L1NE-OF-SIGHT MUL TlPATH DEPENDENCE ON OBSERVED AND MODELED REFRACTIVITY 
STRUCTURE. U.H.W. lammers. R.A. Marr. Rome Air Development Center. Hanscom AfB. MA. 
USA 

7 INTERFERENCE DUE TO TERRAIN SCATTERING IN MICROWAVE RADIO RELAY SYSTEMS. P.E. 
Butzien. A.J. Giger. AT&T Bell Laboratories. North Andover. MA. USA 

8 DISTRIBUTIONS Of THE CROSS-POLARIZATION DISCRIMINATION AND THE CO-POLARIZED 
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ACCURATE COMPUTATION OF DIFFRACTION LOSS 
IN VHF LINKS 

H. A. Kalhor & A. M. Riazi 
Department of Electrical Engineering, Shiraz University 

Shiraz, Iran 

Bullington's diffraction loss formula (K. Bullington, IRE, 35, 
1124-1136, 1947) has been the basis for VHF link design. Recently, 
some discrepancies have been observed between computation and actual 
field strength measurement results. The discrepancies disappear when 
obstructions approach ideal knife edges and become appreciable when 
obstacles depart significantly from knife edges. 

A new computation method based on geometrical theory of diffrac­
tion (R. G. Kouyoumjian and P. Pathak, Proc. IEEE, 62, 1448-1461, 
1974) has been employed and results have been found to agr~e closely 
with actual experimental results. 

In the new approach an obstacle, as shown above, is treated as fol­
lows: 

exp( -j kS ') 
5' 

S' 
. D I S(S'+S) . exp( -jkS) 

for perfectly conducting obstacle and vertically polarized wave: 

D 
exp [-jTI/4sin(~)1 

n 

n rz:n:k 
-----=------~~.-- + 
cos(~)-cos(~) 

n n 

TI '"+'"' cos(-)- cos(~-) 
n n 

For the path shown below Bullington's method gives a total path loss 
of 117 db and the new procedure yields 145 db whereas actual measure-
ment at 170 MH prOduce~d ~42 db loss. 
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VHF AND UHF RADIO PROPAGATION 
IN THE NORTHWEST PASSAGE 

R.S. Butler 
Communications Research Centre 
Department of Communications 

Ottawa, Canada 

F-4-2 

A radio propagation experiment is being conducted in the 
region of the Northwest Passage, at latitude 75°N, to assess the 
performance of maritime mobile communications with shore stations 
in this area. Four UHF radio paths which have both ends elevated 
are included, as well as six VHF paths each having one end 
elevated and the other near sea level, and three VHF paths with 
both ends near sea level. These combinations provide information 
on the reliability of both point-to-point and ship-to-shore links, 
and on the interference which may occur between equipments on 
different ships. The UHF paths have obstruction clearances which 
range from grazing to almost one Fresnel zone; the VHF paths range 
from grazing to deep within the diffraction propagation region. 
Path lengths are in the range 60 to 100 km. 

Recause of the unique climate of this region the statistics 
of signal fading and enhancement are quite different than those 
normally observed in the temperate maritime environment. Signal 
variation statistics will be presented and qualitatively 
interpreted on the basis of these climatic differences. 
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METEOROLOGICAL PROPERTIES OF THE NOCTURNAL 

BOUNDARY LAYER DURING MULTIPATH PROPAGATION 

J. CLAVERIE, C. KLAPISZ and M. SYLVAIN 

CNET/PAB/RPE - 38-40, rue du General Leclerc 

92131 ISSY LES MOULINEAUX (France) 

Multipath propagation, as it is a major source of impairments for 
line of sight radio-links, is a great research theme for radio-communi­
cation engineers. Many studies have been accomplished, aiming at 
the understanding of frequency selective fading effects on high rate 
data transmissions. 

Multipath fading occurs mainly during nightime and is caused by 
strong negative gradients in air refractivity N. N being a function of 
temperature, air pressure, water vapor pressure (BEAN and DUTTON, 
Radiometeorology, NBS Monograph 92), its variations are generally 
associated with the existence of the nocturnal inversion layer. 

Theoretical work, concerning the description of the nocturnal 
boundary layer is commonly based on simple hypothesis, such as hori­
zontal homogeneity. Recent progress in computation techniques permits 
more realistic models, including various parameters such as the terrain 
slope (BROST and WYNGAARD, Journal of Atmospheric Sciences, 
Vol 35, August 78), but there is still a lack of studies dealing with 
radiometeorologicai properties of multipath fading. 

The PACEM I experiment (M. SYLVAIN et ai, Proc. URSI commis­
sion F 1983, Symposium, Louvain, Belgium, June 1983) took place 
in France near Paris during the summer 1982, and associated fading 
measurements (using a Microwave Link Analyser) with the collection 
of a complete set of meteorological data. From these data we deduce 
refractive index profiles and use them in a ray-tracing program, and 
as noticed before (MON and MA YRARGUE, IEEE Intern. Coni. on Comm. 
68-6, Denver, 1981) we show that acoustic soundings give an helpfull 
sight of the low atmosphere dynamical behaviour. The period studied 
is too short to derive significant statistical properties of the propagation 
medium, but showed some different physical situations resulting in 
various time scales for the fading observed. It also seems, that these 
situations can be classified using general climatic conditions described 
by daytime temperature, wind direction ... 

The results of the PACEM II experiment, which is planned 
to last about three years should provide more accurate conclusions. 
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MICROWAVE MULTIPATH POWER AND 
ANGLE-OF-ARRIVAL SPECTRA 

USING FFT SIGNAL ANALYZERS 

Richard L. Campbell 
Department of Electrical Engineering 

Michigan Technological University 
Houghton, Michigan 49931 

Ward J. Helms 
Department of Electrical Engineering 

University of Washington 
Seattle, Washington 98195 

F-4-4 

Microwave signals received via multiple paths 
fluctuate in time if the source, receiver or 
scattering medium is moving. The period of these 
fluctuations ranges from minutes for tropospheric 
paths to milliseconds for mobile radio signals in 
cities. In recent years small, stand alone digital 
FFT signal analyzers have been used in the millihertz 
to tens of kilohertz range for studies of geophysical, 
mechanical and acoustic systems. Studies of microwave 
multipath fluctuations may be easily conducted by 
using a frequency stable cw transmitter and a 
frequency stable down converter as a front end to an 
FFT signal analyzer. This paper describes a 
measurement apparatus used for studies of the received 
RF power spectrum and angle-of-arrival spectrum in the 
urban mobile radio environment. The vehicle mounted 
apparatus consists of a half-wave dipole antenna, 
stable down-converter and tape recorder for recording 
the IF signals for later processing. At 1296 MHz a 
power spectrum resolution of 0.3 HZ, angle-of-arrival 
resolution of 1.9 degrees, and receiver sensitivity of 
-197 dBw were obtained. 
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AMPLITUDES AND ANGLES-OF-ARRIVAL OF TROPOSPHERIC 
MULTIPATH MICROWAVE SIGNALS USING A WIDE APERTURE ARRAY 

A.R. Webster and A.M. Scott 
Centre for Radio Science 

University of Western Ontario 
London, Ontario CANADA 

A system consisting of a wide aperture vertical 
receiving array, operating at a frequency of 16.65 GHz, 
has been developed to investigate tropospheric 
microwave propagation under various, especially 
mul tipath, conditions. Sampling of the complex 
amplitude across the array leads directly. by way of 
the Four ier Transform, to a measure of the ampli tude 
and angle-of-arrival (AOA) of the various rays arriving 
at the receiver. 

The system itself consists of 12 horns (20 dB 
gain) spaced at intervals of 51 wavelengths, a 
reference antenna (37 dB gain paraboloid) to provide a 
phase reference, and the associated receiver; the 
transmitter is a simple c.w. source connected to a 
similar paraboloid. Sampling of the whole array is 
accomplished in less than 50 ms and repeated once a 
second. An unambiguous range in AOA of 1.2 deg. is 
covered with a resolution of 0.1-0.15 deg. depending on 
the weighting applied before Fourier transforming; a 30 
dB Dolph-Tchebyschev weight is used routinely. 

The system was operated during the late 
summer/early fall of 1984 on a 35 km link in S-W 
Ontario. It is observed that on occasions when 
multipath occurs, often 3 distinct paths are in 
evidence; typical separations of 0.2 deg. are measured, 
well within the system resolution. On occasion, more 
than 3 paths emerge with some evidence of a single path 
splitting into two distinct and separate paths. 

Relatively long periods (~ 
the AOA of the separate components 
At the same time, significant 
amplitude are observed over periods 
several seconds. 
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LINE-OF-SIGHT MULTIPATH DEPENDENCE 
ON 0 BSERVED AND MODELED REFRACTIV lTY STRU CTURE 

U. H. W. Lammers and R. A. Marr 
Rome Air Development Center, Hanscom AFB, MA 01731 

Despite their sometimes profound effect on wideband communi­
cation systems, line-of-sight multipath ray parameters are difficult 
to measure individually because of the high resolution required in 
elevation angle and delay. Likewise, they are not amenable to accu­
rate modeling because of generally limited information on the refrac­
tivity structure of the propagation medium. 

We compare experimental data of multiple-wavefront arrival an­
gles and delays obtained on two long New England links with modeled 
data. The latter are based on the assumption of stratified ducting 
layers. Since stratification in the atmosphere is actually of limited 
extent, required minimum layer dimensions are determined to explain 
observed phenomena. 

Multipath effects as revealed by experimental elevation angle 
and delay scans are approximated by simulated scans whose ray para­
meters are selected for a best fit. We investigate the manifestations 
of component rays unresolvable by the experimental hardware. Some 
statistical aspects of the observed multipath effects will be dis­
cussed. 
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INTERFERENCE DUE TO TERRAIN SCATTERING IN 
MICROWAVE RADIO RELAY SYSTEMS 

Paul E. Butzien 
Adolf J. Giger 

AT&T Bell Laboratories 
1600 Osgood St. 

North Andover, MA 01845 

A major source of microwave interference has been found to 
be scattering from the terrain where the antenna beams of 
two radio hops cross or converge. Recent measurements are 
compared to calculations and results using digital terrain 
maps are presented. Models used in early calculations 
(A. J. Giger and J. Shapira, ICC '83 Conference Record, 
June 1983, pp 1254-1261) have been extended and modified 
to give more accurate estimates of interference levels 
for specific types of scattering environments. 
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DISTRIBUTIONS OF THE CROSS-POLARIZATION 
DISCRIMINATION AND THE CO-POLARIZED 
ATTENUATION DUE TO MULTIPATH IN CLEAR-AIR 

Jin Huiqun 

F-4-8 

China Research Institute of Radiowave Propagation 
P.O. Box 138 
Xinxiang, Henan Province, China 

The theoreticai formulae for the statistic 
distributions of the cross-polarization discrimination 
XPD and the co-polarized attenuation CPA ~re presented. 

The XPD is oescribed as a function of the phase 
difference between the direct and multipath rays 
reflected from a layer, the arrival-angles of rays and 
the parameters of co-polar and cross-polar pattern of 
antenna. On the assumption of spherical-stratified 
atmosphere; the formula of the phase difference is 
obtained, which is dependent on the frequency, the path 
length, the refractive index gradient, the height of 
the layer and the height difference between receiving 
and transmiting antennas. The formula of the arrival­
angle is also derived. When the curvature of spherical 
surface tends to zero, the above representations reduce 
to the current formulae for plane-stratified atmosphere. 

According to the distribution of refractive index 
gradient the theoretical formulae for statistic 
distributions of XPD and CPA are derived by means of 
the representations of the phase difference and arrival­
angle for spherical-stratified atmosphere. They are 
both simple and accurate for applications. A linear 
equi-probability relation between XPD and CPA is also 
obtained using the above statistic distributions. The 
distributions of XPD and CPA and the constant of the 
relation are dependent on the frequency, the path 
length, parameters of weather and antenna cross­
polarization pattern which can be obtained from the 
statistic distribution of refractive index gradient and 
fitting the measured antenna pattern respectively. 
These dependences coincide with the conclusions from 
experiments in mast ,_countries. 

The probability of XPD and CPA and the constant in 
the equi-probability relation can be predicted using 
the above presentations derived for a given path. The 
predicted results agree with the empirical relations 
of CPA in CCIR report ?38-d. and the measured, data of 
XPD in China, Japan, Canada and the United States. 
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BROAD-BAND BACKSCATTER MEASUREMENTS FROM THE OCEAN. R. Lawner. R.K. Moore. 
S. Gogineni. A.H. Chaudhry. University of Kansas Center for Research. Inc .. Remote Sensing Labo­
ratory. Lawrence. KS. USA 

2 STATISTICS OF LOW-GRAZING ANGLE RADAR SEA SCATTER. D.B. Trizna. Naval Research Lab­
oratory. Radar Division. Washington. DC. USA 

3 MEASUREMENT OF THE OCEAN RADAR CROSS SECTION AT 5.3 GHz. W.C. Keller. US Naval 
Research Laboratory. Washington. DC. USA; F. Feindt. V. Wisman. W. Alpers. Max-Planck-Institut 
fiir Meteorologie. Hamburg. FRG 

4 RADAR BACKSCATTER FROM SPLASHING RAINDROPS. J.P. Hansen. l.B. Wetzel. S.R. Laxpati. 
Department of the Navy. Naval Research Laboratory. Washington. DC. USA 

5 NEW ALGORITHMS FOR THE DEPENDENCE OF THE SEA SURFACE RADAR CROSS SECTION 
ON WIND SPEED. THE WAVE SLOPE AND AIR-SEA TEMPERATURE. D.E. Weismann. Hofstra 
University. Dept. of Engineering. Hempstead. NY. USA; M.H. Freilich. California Institute of Technol­
ogy. Jet Propulsion Laboratory. Pasadena. CA. USA 

6 THE EFFECT OF ATMOSPHERIC STABILITY ON THE MODULATION OF MICROWAVE 
BACKSCATTER. G.R. Valenzuela. D.T. Chen. Naval Research Laboratory. Washington. DC. USA 

7 MODULATION TRANSFER FUNCTIONS FOR RADAR BACKSCATTER FROM THE OCEAN. V. 
Hesany. S. Gogineni. A.H. Chaudhry. R.K. Moore. University of Kansas Center for Research. Inc .. 
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BROAD-BAND BACKSCATTER MEASUREMENTS FROM THE OCEAN 

R. Lawner, R.K. Moore, S. Gogineni and A.H. Chaudhry 
Remote Sensing Laboratory 

University of Kansas Center for Research, Inc. 
Lawrence, Kansas 66045-2969 

Measurements of radar backscatter from the ocean surface were 
made during January and February 1984, using an FM-CW radar system 
located on the Nordsee tower off the coast of Germany. These 
measurements were made at frequencies between 4.5 and 17 GHz, 
incidence angles from 18° to 75°, and with either VV or HH polari­
zation. The winds peed varied from 6 to 22 m/sec during the exper­
iment and most of the measurements were made in either the upwind 
or the downwind direction. 

This paper presents the dependence of the scattering coef­
ficient on the incidence angle as well as on windspeed. Selected 
radar backscattering measurements at frequencies ranging from 4.5 
to 17 GHz, and incidence angles from 45° to 65° were used to cal­
culate the apparent ripple spectra at various windspeeds. The 
results are compared with the semi-empirical model proposed by 
Fung and Lee [1982]. The agreement between the experimental and 
theoretical results is fairly good. 

Reference: 
Fung, A.K. and K.K. Lee, "A semi-empirical sea-spectrum model 

for scattering coefficient estimation," IEEE J. Oceanic Engr., 
vol. OE-7, pp. 166-176, October 1982. 
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STATISTICS OF LON-GRAZING ANGLE RADAR SEA SCATTER 

Dennis B. Trizna 
Propagation Staff, Radar Division 
Naval Research Laboratory 
Washington, D.C. 20375 

F-5-2 

Shipboard radar sea scatter measurements have been made 
using a high resolution X-band marine navigation radar using hor­
izontal polarization. Results indicate that a two-parameter dis­
tribution function is necessary to describe the statistics of the 
pulse-to-pulse normalized radar cross section (NRCSlof the sea 
scatter. Thus, the mean or median value of the NRCS used in 
scatterometry for high grazing angles is not a sufficient 
descriptor of the statistics, since the distribution is not a 
single parameter Rayleigh dis~ribution for the low grazing angle 
case. We present a comparison of different two-parameter models 
for the NRCS statistics, and find that the scatter typically re­
quires two Weibull distributions to describe the behavior of the 
data. Some suggestions are made regarding modeling the scatter­
ers responsible for these two distributions. 
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MEASUREMENT OF THE OCEAN RADAR CROSS SECTION AT 5.3 GHZ 

W. C. Keller 
U.S. Naval Research Laboratory 

Washington, DC 20375-5000 

F. Feindt, V. Wisman and W. Alpers 
Max-Planck-Institut Fur Meteorologie 

2000 Hamburg 13, FRG 

Measurements of the normalized radar cross section (NRCS) at 
5.3 GHz (C-band) of the sea surface as a function of wind speed­
and direction are presented. The data were obtained by a 
coherent scatterometer mounted on a small twin-engine airplane 
performing circle flights over the Bay of Biscay. 

Our data show that the wind speed exponent at 5.3 GHz is 
typically 20 percent smaller than at 13.9 GHz (Ku-band). 
Furthermore, the upwind/crosswind and the upwind/downwind ratios 
of the NRCS are typically 20 percent and 30 percent,respectively, 
smaller at C-band than at Ku-band. Preliminary results indicate 
that the relative direction between wind and swell can effect the 
directional distribution. 

The aircraft measurements were supplemented by those from a 
second scatterometer operated from the ocean research tower, 
Nordsee, located in the German Bight area of the North Sea. This 
provided long term averages with high- quality environmental data, 
thus permitting better isolation of certain parameters. 
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RADAR BACKSCATTER FROM SPLASHING RAINDROPS 

James P. Hansen 
Lewi s B. Wetzel 

Sharadbabu R. Laxpati 
Naval Research Laboratory 

Washington. D.C. 20375-5000 

F-5-4 

While it is well recognized that sea surface features such as 
wind blol'tl1 ripples and breaking waves contribute to near grazing 
radar backscatter. little work has ·focused on the physical distur­
bance produced by falling rain. This paper presents results from a 
recent experimental measurement program which indicate that splash­
ing raindrops also produce unique surface features which can con­
tribute to radar backscatter. 

Measurements have been performed with several 3.2 cm wavelength 
pulsed radar systems. In one field experiment. a radar situated on 
a cliff overlooking the Chesapeake Bay was used to observe low graz­
ing angle surface backscatter with both horizontal and vertical 
linear polarizations. Additional experiments were conducted with a 
high resolution radar illuminating the surface of a water filled 
test tank. Backscatter was measured before. during and after 
several rainstorms and for a variety of wind conditions. These 
experiments have shown that with an initially calm surface. splash­
ing raindrops can greatly increase the radar backscatter. This 
splash effect was observed to be dependent on rainfall rate. sur­
face conditions, and radar polarization. 

The experimental measurements have led to an examination of 
the surface features produced by a splashing raindrop and how these 
features might produce some of the observed scattering phenomena. 
Photographic measurements in typical rainstorms have shown that the 
solid water spout of a raindrop splash can reach heights in excess 
of 3 cm. In addition, outwardly. propagating circular ripples are 
of comparable size to wind blown capillary waves. An analytical 
model has been developed which examines the time dependent radar 
backscatter which could be produced from the many phases of a 
single splash formation. This model has also been extende'd to the 
radar backscatter which would occur from a surface containing many 
such splashes in various stages of development. The backscatter 
characteristics evidenced in the experimental measurements and 
represented by this model suggest that the presence of rainfall must 
be considered in both the interpretation of remote sensing informa­
tion and the estimation of potential sea clutter levels. 
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NEW ALGORITHMS FOR THE DEPENDENCE OF THE SEA 
SURFACE RADAR CROSS SECTION ON WIND SPEED, 
THE WAVE SLOPE AND AIR-SEA TEMPERATURE 

D.E. Weissman 
Hofstra University 
Hempstead, New York 11550 

M.H. Freilich 
Jet Propulsion Laboratory 
California Institute of Technology 
Pasadena, California 91109 

The effect of ocean surface winds, air-sea temp­
eratures and long wave slopes on microwave backscatter 
has been measured and analyzed to create new algorithms 
for remote sensing applications. A statistical study of 
experimental data has addressed the problem of creating 
explicit functions between the X-band radar cross sect­
ion and these other quantities (for a vertically polar­
ized and 450 incidence angle configuration). The results 
show that the magnitude of the root-mean-square long 
ocean wave slope is comparable in importance to the 
ocean surface wind in controlling the backscatter cross 
section under stable conditions. Under unstable condit­
ions, the air-sea temperature difference (through the 
Monin-Obhukov length) becomes a parameter in the funct­
ional form for the RCS. The experimental data consists 
of observations conducted in the Gulf of Mexico (Keller, 
Plant and Weissman, J. Geophys. Res., 90, 1019-1029, 
Jan. 1985). The results here utilize this processed and 
organized data, and use statistical regression analysis 
methods to test and evaluate algebraic functions that 
can best fit the data. For the stable condition data a 
function that includes wave slope in addition to the 
wind speed gives a significantly smaller mean square 
error to the data than one which depends only on wind 
speed. The characterisics of each data point (radar 
parameters, averaging time, etc.) have been discussed 
in the above reference. For stable conditions 77 data 
points (20 minute averages) are used. The unstable 
data set is 135 points. The results for this condition 
yield closed form expressions that depend strongly on 
wind speed and the Monin-Obhukov term. The role of the 
slope under unstable conditions is not strong, and is 
still under investigation. These results indicate the 
environmental parameters that need to be measured for 
additional studies with larger data sets, over wider 
ranges of conditions from airborne platforms. 
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THE EFFECT OF ATMOSPHERIC STABILITY ON 
THE MODULATION OF MICROWAVE BACKSCATTER 

G. R. Valenzuela and D. T. Chen 
Naval Research Laboratory 
Washington, DC 20375-5000 

F-5-6 

Unusually large modulations of microwave backscatter power at L­
and X-band (over 20 dB) were recorded in the 1982 NRL Phelps Bank 
Experiment, Nantucket Shoals (Valenzuela et al., EOS Trans. Am. 
Geophys. Un., 64, 618-619, 1983) for winds less than 7 m/s. 
Further study of the microwave measurements in combination with the 
extensive in-situ data collected reveals that the highly stable 
atmospheric cond~tions prevailing during the experiment (the air 
was as much as 8 C warmer than the water) may be the reason for the 
anomalous large modulations. In this paper theoretical and 
experimental evidence will be presented on how the atmospheric 
stability (air-sea temperature difference) affects the modulations 
of microwave backscatter power. 

381 

I iii 



F-5-7 

MODULATION TRANSFER FUNCTIONS FOR RADAR BACKSCATTER 
FROM THE OCEAN 

V. Res any , S. Gogineni, A.H. Chaudhry and R.K. Moore 
Remote Sensing Laboratory 

University of Kansas Center for Research, Inc. 
Lawrence, Kansas 66045-2969 

Capillary and short-gravity waves are modulated by the longer 
ocean waves. These ripples are the primary source of radar back­
scatter from the sea. The radar signal intensity is modulated 
both by the slope variation and the modulation of ripple ampli­
tudes. Radar backscatter measurements have been made from towers 
in 1979 off the Dutch coast and in 1984 off the German coast using 
an FM-CW radar that allows simultaneous measurement of signal 
strength and surface elevation at the centroid of the beam. 

Modulation transfer functions are typically used to relate 
the long-ocean-wave properties to the radar backcatter. These are 
calculated on the assumption that the relationships are linear so 
that Fourier-transform theory can be used. The MTF is, in 
essence, the ratio of the cross-spectrum between microwave signal 
and waveheight to the autospectrum of the waveheight. 

Here we show that the modulation of the signal due to slopes 
of the long waves is highly nonlinear for realistic slope values 
encountered with moderate wave heights. In this case the widely 
used MTF is, at best, a linear approximation (in the least-squares 
sense) to the actual relationship. Rence it should be used with 
caution. 

Another problem is the non-stationarity of the ocean sur­
face. One wishes to obtain many degrees of freedom for estimating 
the spectra, but non-stationarity of the ocean conditions can 
severely limit the number of degrees of freedom available, as 
shown here with an example from the 1984 measurements. 

Cross-correlations and MTFs are presented here for several 
sample conditions and compared with those obtained previously by 
other investigators. 
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MICROWAVE BRAGG SCATTERING AND THE MEASUREMENT 
OF OCEAN SURFACE CURRENTS 

William J. Plant 
William C. Keller 

U.S. Naval Research Laboratory 
Washington, D.C. 20375 

F-5-8 

An L-Band, CW microwave system has been mounted on the 
pier operated by the Coastal Engineering Research Center at 
Duck, North Carolina to measure longshore surface currents. 
Doppler spectra of backscattered sea return from this system 
often show peaks due to advancing and receding Bragg waves even 
at fairly high wind speeds. The critical factor in whether or 
not these peaks are observed seems to be long wave orbital 
velocity, not wind speed. The advective effects of the orbital 
velocity broaden the advancing and receding Bragg lines so that 
a single, broad, skewed peak is observed. In either of these 
situations, the mean Doppler shift is found to vary depending 
on the surface current and wind direction. The effect of wind 
direction may be removed by subtracting the product of the 
cosine of the Wind/antenna angle and the Bragg wave's intrinsic 
phase speed from the rm~ system output. The output then yields 
a measurement of longshore .. current speed just below the inter­
face. Comparison of these radar-derived current speeds with 
those measured using drifting dye packets shows that the two 
measurements track each other quite well. A bias is noted in 
some cases, however, which may indicate that the dye packet is 
significantly influenced by the airflow just above the surface. 

383 

iii, 



F-5-9 

MICROWAVE MEASUREMENTS OF THE SURFACE EFFECTS 
OF INTERNAL WAVES IN THE OCEAN 

Dale L. Schuler 
U. S. Naval Research Laboratory 

Washington, DC 20375-5000 

Microwave measurements were made during the period 27 August - 7 
September 1984 of changes in radar backscatter cross-section caused by 
the presence of internal wave packets generated at the continental 
shelf edge south of Long Island. Continuous, interleaved measurements 
were obtained at both X- and L-bands in order to study the effects of 
internal waves on 1.6 and 11.7 cm surface Bragg waves during passes of 
the research vessel USNS Bartlett through the packet locations. The 
measurements were collocated using bore-sighted antennas and made with 
identical bandwidths. Frequency-agility techniques were utilized to 
increase the number of degrees of freedom in the samples and, thus, to 
reduce sample variability. Data was acquired for 1) a wide range of 
incidence angles 6 (200 < 6 < 700

), 2) both horizontal and vertical 
polarization, 3) look-angles-(relative to the packet propagation 
direction) of approximately 00 or 1800

, and 4) a variety of wind/wave 
conditions. Supporting measurements of surface winds, currents, long 
wave conditions, and fathometer scattering events were made. This 
data set will be presented and comparisons will be made between 
backscattering cross-sections obtained at X- and L-bands for a variety 
of configurations and conditions. Spatial correlations between 
backscatter returns and measured surface current perturbations will be 
presented and discussed utilizing recent theoretical predictions. 
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PERTURBATION OF THE SURFACE-WAVE HEIGHT 
SPECTRUM DUE TO THE PRESENCE OF 

SURFACE CURRENT FEATURES 

Donald R. Thompson 
The Johns Hopkins University 

Applied Physics Laboratory 
Laurel, Maryland 20707 

F-5-10 

During the past decade or so, rapid advances in the field 
of remote sensing have made it possible to examine many inter­
esting properties of the ocean surface. In particular, the 
development of Synthetic Aperture Radar (SAR) has provided a 
very extensive and rich data base which may be used to study a 
wide variety of oceanographic phenomena. A nice description of 
these phenomena is given in (R. C. Beal, et aI, Spaceborne 
Synthetic Aperture Radar, The Johns Hopkins University Press, 
Baltimore, 1981) along with images showing such features as 
major current boundaries, warm and cold water eddies, and 
surface manifestations of bathymetry. 

Due to the large number of uncontrollable and unmeasured 
parameters during the SAR overflight, it has not always been 
possible to determine which of many possible mechanisms is 
responsible for rendering these features visible in the SAR 
images. One likely candidate, especially where surface current 
features are present, is the perturbation of the surface-wave 
spectrum by the interaction of the surface waves with the local 
current field. If this perturbation has a large enough effect 
on the Bragg region of the surface-wave spectrum, a contrast in 
the radar cross section between the current and non-current 
regions will result. It is the purpose of this study to investi­
gate quantitatively the properties of this wave-current inter­
action for typical surface current fields. 

We present in this paper a brief discussion of the physics 
which governs the wave-current interaction process. In par­
ticular, we show how energy-transport equations which describe 
the interaction can be formulated in terms of the wave-action 
spectral density. We use these equations with measured surface 
current fields as input to predict the expected modulation in 
the Bragg region of the surface-wave spectrum. Our predictions 
are compared with measured spectral perturbations as a function 
of location in the current field. With the assumption of a 
simple Bragg scattering model, we also compare our predicted 
modulations with those observed in SAR images of surface current 
features of known strength. It is found that the predicted 
modulations agree reasonably well with the measured 
perturbations. 
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AN EVALUATION OF NEW TROPOSCATTER MODELS -
PRELIMINARY RESULTS 

A. Neuburger, P. J. Freyheit, 
G. Leroux, D. C. Livingston, The MITRE Corp., 

Bedford, MA 01730 

Existing validated troposcatter prediction models do not 
predict both path loss and multipath spread. The deployment of 
the AN/TRC-170 C-band digital troposcatter system has created a 
need for such a validated model if the adaptive modem contained 
in this terminal is to be used to its maximum effectiveness. 

In response to this need, the Electronic Systems Division of 
the United States Air Force and The MITRE Corporation have under­
taken a program to evaluate several new prediction models that 
predict both path attenuation and multipath delay spread. This 
program, currently half way through the data acquisition phase, 
utilizes path loss and multipath spread data collected on tropo­
scatter links, with geometries typical of those used for tactical 
communications, for comparison with parameters predicted by the 
models. The field data spans a variety of climatic conditions 
and seasonal variations and includes, in addition to the radio 
data, radiosonde and air-borne refractometer meteorological 
observations. 

This paper provides a description of the propagation models 
considered, the measurement program, and the methodology of model 
validation. Presented also are some preliminary results of the 
model evaluation activity. Summary statistics of measured path 
loss and multi path spread are presented for the first test links 
evaluated in the program. 

388 



PRELIMINARY OBSERVATIONS ON SPACE/SPACE QUAD 
DIVERSITY TROPOSCATTER LINKS 

F-6-2 

Monty J. Brown and Adolph Fejfar, MITRE Corporation, Bedford, MA 

Analysis on four 4.5 GHz single frequency space/space quad 
troposcatter links indicate that usable values of zero-time shift 
correlation are obtainable from the crossed path pair. Ex i st i ng 
data leaves the subject open to much conjecture. One article 
written shows the viabil ity of space diversity on short tropo­
scatter links «300 km) to be unacceptable for all beamwidths. 
(R. Larsen, Space Pol ari zat ion in Troposcatter Systems, Paper 7, 
1980, AFCEA Conference.) 

Real time data was taken four times an hour, for three min­
utes each time. The data for each peri od cons i sts of samples 
taken at a rate of 400 per second on each channel. The samples 
are then quantized to one of 255 discrete levels, and analyzed on 
a Digital PDP-11/34 computer system. The measurements show first, 
that although the parallel path correlation is slightly better in 
performance than the crossed path pair, acceptable values are ob­
tainable. Previous work shows acceptable correlation values need 
to be less than 0.6. The maximum mean values obtained on the 
parallel paths, and the crossed paths were 0.087 and .253, respec­
tively. Secondly, a comparison of the crossed and parallel corre­
lations indicate that changes in one branch are reflected in the 
other. 

The results of this paper and the companion paper, "Prelimi­
nary Observations of Vertical Diversity", suggest that the tropo­
sphere is different at 5 GHz than it is at 2 GHz and below. 
Because of the shorter wavelength, layers in the atmosphere become 
transparent, and the scattering in the common volume becomes ran­
dom, regardless of the angles of incidence into it. 

Tests to date indicate that where only a single operating 
frequency is obtainable, the use of space/space quad diversity 
would provide the user with quad diversity gain. 
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PRELIMINARY OBSERVATIONS ON VERTICAL 
DIVERSITY TROPOSCATTER LINKS 

Monty J. Brown, A. Fejfar, J. A. Wick, MITRE Corp., Bedford, MA 

Testing on five 4.5 GHz vertical space diversity test links 
has shown that vertical space diversity on a tactical link is 
possible. The measurements for these tests compare the correla­
tions between a pai r of antennas horizontally spaced 119 wave­
lengths, and a pair of antennas vertically spaced 91 wavelengths. 
The 1 inks tested to date are cons i dered to be typi ca 1 of those 
encountered in the tactical world. 

For troposcatter propagation, it was found that fading was 
1 ess correlated on the hori zonta 1 pa i r than on the vert i ca 1 by 
about 0.10, and a maximum value of 0.277 was measured on Olle 
link. As noted in a reference article, useful diversity gain is 
obtainable for signal correlations as high as 0.6. Data from one 
link in the diffraction mode showed correlations greater than 
this on both the horizontal and vertical pairs. In diffraction, 
the signa 1 is much st ronger and fade depths are 1 ess than 10 dB 
so that di vers ity ga in is not requi red. These tests i ndi cate 
that even though the signals travel through essentially the same 
common volume, the phase disturbances due to scatters provides 
for two largely independent paths. 

The value of a vertical diversity system is obvious in a 
wooded regi on where a usable takeoff angl e is not obta i nab 1 e on 
the normal support structure. Erecting one tower to support two 
antennas is normally easier and more cost effective than erecting 
two towers. 
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Atmospheric Refractivity Structure and the Performance 
of Digital Troposcatter Radio 

by 

O.R. Cote, J.F. Morrissey and Y. Izumi 
Air Force Geophysics Laboratory 

Hanscom AFB, Massachusetts 01731 

F-6-4 

The AN/TRC-170 is a tactical digital radio for multi-channel troposcatter 
communications developed by Raytheon for the Air Force Systems Command. It 
employs a adaptive digital modem to counter the inherent multipath dispersion 
of a troposcatter channel in which the data rate is variable from .256 to 4.096 
MBPS. Projected path lengths for radio deployment are 50 to 250 miles. 

During the past two years of performance testing of the TRC-170 in Arizona, 
Florida, and across the North Sea, atmospheric refractivity measurements have 
been made within the test path. Both portable radiosonde balloons and an 
airborne refractometer were used. The measured vertical profiles of mean 
refractivity were used in conjunction with ray tracing techniques to determine 
the change in scattering angle within the common volume. The refractometer 
allowed CN

2 , the refractivity structure function to be determined. Low altitude 
ducting layers are observed to lead to pronounced signal enhancements. Ray 
tracing for these conditions suggests that such signal enhancements are related 
to scattering angle reduction by the duct effect on the transmitter beam. 

Multiple ducting levels within the altitude zone of the common volume lead 
to large delay spreads. Thunderstorms have on a few occasions produced dramatic 
increases in the delay spread. The path loss data for March 1983 to March 1984 
for the path across the North Sea shows a dramatic correlation between high path 
loss and frontal rain storms crossing the link. The complex relationship 
between the lengths of a troposcatter path, the common volume geometry, and 
atmospheric boundary layer refractivity structure and their influence on path 
performance can be successfully studied with a ray trace technique specifically 
adapted to the troposcatter case. 
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EXPERIt~ENTAL CONFIRMATION OF THE MILLIMETER WAVE 
PROPAGATION CODE MPM FOR CLEAR AIR 

H. J. Liebe, G. R. Hand, and K. C. Allen 
National Telecommunications and Information 
Administration, Institute for Telecommunication 
Sciences 
Boulder, Colorado 80303 

Questions concerning atmospheric effects upon millimeter 
wave system performance are answered best analytically. Based 
on meteorological variables, the computer efficient code MPM 
(H. Liebe, NTIA Report 83-137, December 1983) predicts attenua­
tion, delay, and noise properties of a radio path over 
frequency and height ranges from 1 to 1000 GHz and 0 to 30 
(100) km, respectively. The clear air part of the code MPM 
has been updated with improved spectroscopic' information for 
dry air and water vapor absorption and tested with high 
quality experimental data, recently available from field 
experiments. These efforts employed (a) horizontal line-of­
sight links (path length: 0.8 to 27 km; temperature: 
-18 to 40°C; water vapor concentration: 1 to 25 91m 3

) 

operating at test frequencies between 28 and 430 GHz (10 cases) 
and (b) vertical (zenith) paths to outer space (starting 
height: a to 3.8 km; integrated water vapor: 1 to 75 mm) at 
frequencies between 2.5 and 215 GHz (12 cases). With very 
few exceptions, excellent agreement between experimental and 
model data is obtained and discussed. 
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AN EHF TELECm1~lUNICATION PERFORMANCE PREDICTION MODEL 
K. C. Allen 
National Telecommunications and Information Administra­
tion, Institute for Telecommunication Sciences, 
Boulder, Colorado 80303 

An EHF Tel ecommuni cation System Engi neering Model (ETSEf4) has 
been developed as an aid in the design of line-of-sight communica­
tion systems from 10 to 100 GHz. ETSEM has been implemented on a 
desk-top computer. The computer code provides tabulations of path 
geometry parameters and analyzes ray-path and Fresnel zone clear­
ances to help in the path design. ETSEM also predicts the perform­
ance (availability) of both digital and analog systems based on 
recently developed EHF propagation models and equipment specifica­
tions. Attenuation by rain, clear-air absorption, and multi path 
are modeled. These effects are expected to essentially determine 
the statistics of link availability as limited by propagation 
impairments. Performance may be predicted for any interval of 
months of the year. A climatological data base for North America 
and Europe provides parameters for the propagation models or the 
parameters may be hand entered. The computer code is written so 
that selected link specifications can be easily changed and the 
resulting change in predicted performance examined. This allows 
the design engineer to determine the cost effectiveness of differ­
ent means of improving link performance. Weaknesses and limita­
tions as well as envisioned improvements in ETSEM are discussed. 
ETSEt~ was developed for the United States Army Communications 
Electronics Engineering Installation Agency (USACEEIA). 
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MILLIMETER WAVE TELEMETRY LINK TESTS 

Yung-Kuang Wu 
The MITRE Corporation 

Millimeter wave propagation tests were performed inside 
an enclosed test basin on top of a straight water channel, 
in order to provide design data for a millimeter wave 
telemetry link. The test link consists of a stationary 
antenna and a moving antenna separated by a straight water 
channel of a maximum distance one kilometer. Two similar 
antennas were chosen operating at 35 GHz. By selecting 
antenna height at 10' above water line, no significant 
multipath effects should be expected until beyond 2,296 ft 
separation distance. 

The test results are summarized in the following Figure. 
The deepest multipath fadings for all four test configura­
tions were observed at about 950 ft from the far end, which 
corresponds to the separation distance of 2,330 ft. Maximum 
variations of signals for all four runs were less than 20 
dB, which is much less than 60 dB variation as predicted 
from free space calculation. This difference seems to be 
due to signal saturation effect inside the receiver mixer­
preamp package. 

Stronger multipath fadings were measured with horizon­
tally polarized waves than with vertically polarized 
waves. Smoother signals with less variations were observed 
with waves than without waves, which should be expected 
since one to two-foot waves far exceed the Rayleigh Cri­
terior for smooth surface. Thus, we should experience 
less specular reflections from the wavy water surface, 
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RADAR BACKSCATTER FROM SEA ICE DURING SUMMER 

S. Gogineni, R.G. Onstott and R.K. Moore 
Remote Sensing Laboratory 

University of Kansas Center for Research, Inc. 
Lawrence, Kansas 66045-2969 

Although the util ity of radar for sea-ice study has been well 
established in the last 15 years, most of the radars used were not 
optimized for sea-ice studies. Radar return from sea ice depends 
on its electrical and physical properties and the system para­
meters. Optimum radar parameters for sea ice can be selected only 
by understanding the behavior of sea ice when illuminated with 
microwaves. This necessitates measurement of backscatter from sea 
ice during different seasons at various locations, and the subse­
quent development of theoretical or empirical models to explain 
the backscatter mechanism. 

Physical and electrical properties of sea ice undergo a rapid 
change in a short time during summer. Most of the experimental as 
well as theoretical studies reported to date have been on the 
winter sea ice. Radar backscatter measurements were made by the 
University of Kansas from summer sea ice near Mould Bay, N.W.T., 
Canada, during June-July 1982. This paper summarizes the results 
of that experiment. 

The results indicate that in early summer a reversal of 
contrast occurs between first-year (FYI) and multiyear (MYI) ice; 
during this period, there is higher backscatter from FYI as 
opposed to a lower value during winter. The contrasts between FYI 
and MYI disappear for a short period during summer, but reappear 
during late summer with higher backscatter from MYI than from 
FYI. On the strength of backscatter alone, it may not be possible 
to discriminate MYI from FYI over a short period during summer, 
but it may be possible to use texture and shape to make the 
distinction. 

The backscatter difference between FYI and MYI increases with 
decreasing frequency during late summer. The contrast at L-band 
is 2.5 and 4 dB higher than that at C- and X-Ku-bands, respec­
tively, but is much lower during winter. 
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MODEllING THE DETECTABIlITY OF ICEBERGS ON A MARINE RADAR 

Byron R. Dawe 
NORDCO limited 

St. John's, Newfoundland, Canada 

F-7-2 

Despite a number of extensive field measurement programs 
over the last 40 years up to now a quantitative assessment of 
the detectability of icebergs on marine radar has not been 
derived. A key factor limiting the ability to make accurate 
predictions of the radar signal return from icebergs and hence 
derive the probability of detection has been a lack of a 
suitable radar cross section model. Such a model has now been 
deve loped and is shown to gi ve excellent agreement with past 
data when compared on the basis of measured signal return, and 
that derived using a comprehensive computer based model. 
Applying probability of detection theory the detectability 
versus range is shown to fall off in the far range due to a 
decreas i ng signa l-to-noi se rat i 0 and in the near range due to 
a decreaasing signal-to-clutter ratio, for growlers, bergy bits 
and small icebergs. This results in an annulus at some range 
from the radar in which detection is reliable. It is shown 
that even in low to moderate sea states some small targets may 
be rendered totally undetectable, while in high sea states even 
large targets may not be detected. The effect of antenna height 
is seen to be dramatic with the lower antenna providing much 
greater detection reliability in clutter. The ability to obtain 
quantitative probability of detection data greatly improves 
the capability to perform more reliable risk analyses for ships 
and drilling platforms operating in iceberg infested waters. 
It can also be used to optimize future installations. 
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Multifrequency, Multipolarization Backscatter 
Measurements of Resonant Vegetation Structures 

A. J. Blanchard and D. F. Zook 
Wave Scattering Research Center 

Electrical Engineering Department 
University of Texas at Arlington 

Arlington, Texas USA 76019 

There has been a great deal of interest in the response of radar 
systems to vegetation. Recent research has indicated a 
sensitivity of radar backscatter to vegetation type and growth 
stage at certain frequencies, polarizations, and incident angles. 
The understanding of this target/energy interaction is also of 
interest in mil itary applications (clutter suppression, masking, 
etc.) and in other remote sensing application where vegetation 
may act as a confusion factor. Recently acquired SAR imagery has 
been analysed and an unusual radar/vegetation response was 
identified. Imagery from SeaSat and SIRA both indicate the 
response. These studies show an increase in the radar backscatter 
to vegetation with a stalk type structure. The increase occurs 
when the nodal length of the stalk is one wavelength and more 
importantly only when the moisture in the plant concentrates in 
the nodes of the stalk. Prior to the observation most vegetation 
scattering processes where thought of and modeled as the 
interaction of energy with the random scatterers that comprise 
the canopy. There is reason to beleive that because or 
structural coherency of' the vegetation layer, a resonant 
interaction process may be responsible for the unusual 
backscatter behavior. 

This paper reports the results of a series of backscatter 
measurements designed to investigate the nature of this 
phenomenon. The measurements were made at two transmit 
frequencies (1.6 and 4.75 Ghz) and four linear transmit/receive 
polarization combinations (HH,VV,HV,VH). The system is a truck 
mounted radar scatterometer, using pulse compression (50ns 
compressed pulse) and a digital IF receiver with relatively 
narrow band width (20Mhz). Measurements were made at incident 
angles from 0 to 30 degrees. Spatial averaging was used to 
minimize the fading characteristics of the recovered signature. 

In an effort to isolate the nature of the scattering process, the 
measurements were made from an artifical target designed to mimic 
the sal ient properties of the real vegetation. The stalks were 
constructed from PVC pipe and nodes were simulated using metal 
rings. Nodal seperation could be varied in this manner. 
Physical properties were as close to the actual plant as 
possible. Measurements were made at three row spacings to 
simulate variations in plant density and at three stalk nodal 
seperations (.8,1.0,1.2 wavelengths at 1.6 Ghz.). The results 
from the measurement sets and speculations on the nature of the 
scattering process are presented. 
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TERRAIN CROSS SEcrION MEl\SUREMENI'S 

K.V.N. Rao 
James W. Coffey 

Electromagnetic Techniques Branch 
Electromagnetic Sciences Division 

Rome Air Development Center 
Hanscom AFB, MA 01731 

An S-band pseudo-noise channel probe described earlier (K.V.N. Rao, James 

F-7-4 

W. Coffey and John Austin, URSI meeting at Boulder, CO., January 1984 paper 
B2-7) was modified and used to measure the backscatter clutter cross section 
of various types of terrain. This channel probe relies on its ability to 
discriminate the echoes arriving from clutter cells separated in range by at 
least 5 feet. In order to obtain the backscatter cross section measurements, 
the trammit and receive antennas of the channel probe were co-located on the 
roof of a mobile van. Microwave absorbing material was placed between the two 
antennas to reduce the mutual coupling. we will describe the techniques of 
calibrating the channel probe, antenna pattern effects on determining the 
terrain cross section and the results obtained fram two types of terrain. 

The channel probe's receiver was calibrated by measuring its response 
when signals of known amplitude were injected into it. In addition to this 
.method, the receiver's response was calibrated by measuring the amplitudes of 
the echoes returned fram standard calibrating targets located in a clutter 
free environment in the far-field regions of the antennas. The backscatter 
cross section of these targets, mostly conducting spheres and corner 
reflectors varied fram -20 dBsm to +2 dBsm. 

we will discuss the errors associated with estimating the clutter cross 
section fram the channel probe receiver's response. These errors include the 
effects of (al background noise (b) antenna positioning and (c) estimate of 
radar footprint fram antenna patterns. 

The average backscatter cross section fram sandy soil which has 
irregularly spaced ridges and troughs was measured to be -19.2 dB at incidence 
angle of less than 4 degrees. The distribution of the surface heights of the 
soil in the radar's footpr'int was also measured by standard surveying 
technique%. Results on the backscatter cross section and temporal statistics 
of the echo amplitude obtained fram pine trees will be described. 
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DETERMINATION OF BACKSCATTERING SOURCES IN TALL PRAIRIE GRASS 
OF THE KONZA PRAIRIE AT 10 GHZ 

R. Zoughi, R.K. Moore and L.K. Wu 
Remote Sensing Laboratory 

University of Kansas Center for Research, Inc. 
Lawrence, Kansas 66045-2969 

Fine-resolution measurements of the radar backscattering 
characteristics of tall prairie grass at 10 GHz were conducted 
during the summer of 1983. The main objective of these measure­
ments was to determine the major backscattering sources. Two 
different sites on the Konza prairie, located in northeast Kansas 
were studied. One site was of undisturbed grass with about 10 cm 
of dead material from the previous year on top of the soil. The 
other site had intentionally been burnt before the growing season, 
so no dead-grass residue existed on top of the soil. Hence, soil 
moisture at the burnt site was appreciably less than at the nat­
ural site. Burning the residue is a common practice to enhance 
prairie productivity. 

Each site was observed three times: (a) in a natural set­
ting, (b) sOil/root combination (grass cut and removed), and (c) 
cut grass laying on top of the soil. Observations were made at 
30· and 50· incidence angles, and the lack of soil moisture in the 
burnt site was evident in the measurements. For both sites in the 
natural setting, a 15-cm-thick volume of grass about 25 cm above 
the soil was the major source of backscatter. 

This research was performed in collaboration with agronomists 
at Kansas State University, Manhattan, Kansas. 
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ANALYSIS OF SYNTHETIC APERTURE RADAR 
SYSTEM INDUCED DEPOLARIZATION EFFECTS 

A. J. BLANCHARD & D. LUCKERT 
Wave Scattering Research Center 

Electrical Engineering Department 
The University of Texas at Arlington 

Arlington, Texas USA 76019 

F-7-6 

The use of depolarized radar cross section measurements is advan­
tageous in a number of remote sensing areas. The measurement 
contains information that is otherwise not available in other 
cross-section measurements. The scattering is in general a 
second order effect and weak (magnitude) when compared to the 
more robust scattering processes. Care must be exercised when 
attempting to recover the depolarized scattering cross-section 
in the presence of the like-polarized measurements. System 
effects have been identified (Blanchard et aI, GRS-S, GE-2l, I, 
113-117, g3) which may seriously affect the quality of the re­
quired depolarization measurements. Analyses have been con­
ducted using real beam radar system to illustrate how system 
parameters may compromise the quality of scattering measurements. 
The isolation between the polarization status of both the trans­
mit and receive antenna is critical to making high quality de­
polarization measurements. Recent results indicate that boresite 
isolation may not be adequate in specifying antenna polarization 
performance. ecause the system is used to measure the scatter­
ing cross section of targets that are area extensive, a more 
appropriate parameter of integrated polarization isolation must 
be used. That part of the beam width which acquires information 
must be included in the integration. For non-doppler real aper­
ture system this generally means first null to first null beam 
width. Adequate measurements can be made if the integrated iso­
lation is l6dB above the difference between like and cross pol­
arized scattering coefficients. 

The other system induced artifact results from a mismatch between 
the polarization states of the antenna and those defined by the 
target surface normal and direction of propagation to the target. 
Studies have shown that for real apertures severe errors can 
occur for certain antenna orientation and target scattering cross 
sections. Generally, the effect is most severe near nadir, al­
though significant error can be induced throughout the spectrum 
of incident angles. These analyses were all performed for real 
aperture non imaging systems. Since most applications will re­
quire the use of imaging systems, and in many cases synthetic 
aperture images, we wish to know how the system induced effects 
apply. 

This paper presents the results of similar analyses except they 
apply to synthetic aperture imaging systems. Results are pre­
sented for various system constraints including beam width, 
in both azimuth and elevation, doppler band width, phase varia­
tions due to range, etc. Criteria for adequate recovery of de­
polarized scattering cross sections are presented. 
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REMOTE SENSING OF THE STRUCTURE OF PRECIPITATION USING 
SEQUENTIAL CIRCULAR AND LINEAR RADAR POLARIZATIONS 

A. Hendry and Y.M.M. Antar 
Division of Electrical Engineering 

National Research Council of Canada 
Montreal Road, Ottawa, Ontario, Canada 

KlA ORB 

Remote sensing of the micro-physical properties of precipit­
ation by two-channel polarization diversity radars is enhanced if 
data taken with opposite-sense circular polarizations are 
complemented by data taken sequentially using orthogonal linear 
polarizations. For example, the combination of data from these 
two different polarization base vectors permits separation of 
particle shape factors from the effects of preferred orientation. 

The technique for these measurements involves measurement of 
the complex cross-correlation between the opposite sense compon­
ents of the echoes with a circularly polarized radar, followed by 
measurement of the variation, with direction of polarization, of 
the co-polar and cross-polar components of the echoes obtained 
when linearly polarized transmissions are used. This technique, 
which is feasible when the precipitation is steady, has been 
applied to stratiform rain, snow, and the melting layer. 

The paper reports measurements of the micro-physical 
properties of the melting layer made with a 3.1 cm dual-channel 
polarization diversity radar. 
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RADAR AND MICROPHYSICAL STUDIES OF THE CONVECTIVE MELTING 
TRANSITION: IMPLICATIONS FOR ATTENUATION MODELLING 

V. N. Bringi & J. Vivekanandan 
Department of Electrical Engineering 
Colorado State University 
Ft. Collins, CO 

and 

R. M. Rasmussen 
Convective Storms Division 
National Center for Atmospheric Research 
Boulder, CO 
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Vertical profiles of dual-polarized radar observables in convective 
storms often show enhanced values of linear depolarization (LDR) 
during the melting of graupel with strongly positive values of 
differential reflectivity (ZDR) in the rain layer below. A detailed 
one dimensional microphysical melting model iuitiated using aircraft 
measurements has been used to calculate the profiles of ZDR and LDR 
through the melting layer. Based on wind tunnel data, melting 
graupel is modelled as conical in shape with an inner ice core, and 
a distribution of canting angles. Implications of these observations 
for prediction of attenuation and differential attenuation at 
horizontal and vertical polarizations through the convective melting 
transition are discussed. 
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RAIN RATE MRASUREKENT TECHNIQUES FOR 
EVALUATION OF RADAR ALTIMETERS 

Robert F. Russell, John S. Cole, 
Richard A. Lane, and David P. Gaines 

Advanced Sensors Directorate 
US Army Missile Command 

Redstone Arsenal, AL 35898 

Performance of a KU band radar utilized as an altimeter is 
determined under various rainfall rate conditions. Details 
of a unique rate device used in the data collection are 
presented to allow meaningful correlation between measured 
rain rate and radar return. Rain models, test site 
selection, and test procedures are also addressed. 
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FADE RATES AT 13 GHz ON 
EARTH-SPACE PATHS IN CANADA 

R.If. Webber and J.J. Schlesak 
Communications Research Centre 
nepartment of Communications 

Ottawa, Canada 

From 15 station-years of radiometer data recorded at six 
locations in Canada, fade rate statistics have been compiled for 
13 GHz signals on earth-space paths for attenuations up to about 
9.0 dB. Attenuation statistics that were derived from these data 
have already been reported (R.If. Webber, ,l.r. Strickland and J.J. 
Schlesak, lJRSI Commission F. Symposium, Louvain-la-Neuve, Belgium, 
1983, 127-133). 

Among the six stations a fade rate of 0.04 dR/sec was 
exceeded for up to 2.5 hours per year, 0.20 dB/sec for up to 1.5 
minutes per year and 0.40 dB/sec for up to about ten seconds per 
year. At four stations there was a clear tendency for high fade 
rates to occur when the attenuation was also high. However, this 
was not so for the fifth station and at the sixth there were too 
few high fade rates to justify any conclusions. 

Fade rate distributions for selected threshold attenuations 
and fade rate duration distributions are presented for each 
station. 

These fade rate statistics show little dependence on either 
the latitude of the radiometer site or the annual rainfall 
accumulation. It is concluded that, as with the attenuation 
statistics, fade rate statistics depend mainly on the local 
cl imate. 
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SITE DIVERSITY GAIN CONCEPTS AND MEASUREMENTS 

K. T. Lin and ~ 
ElectroScience Laboratory 
The Ohio State University 

Department of Electrical Engineering 
Columbus, Ohio 
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Site diversity is usually defined as the equivalent gain 
realized on a statistical basis by switching always to the best 
of the signals received from several antennas (D. B. Hodge, Rad. 
Sci. 17, 1393-99, 1982). In many cases other methods, e.g., 
maximal-ratio linear combination can produce better results 
(Schwartz, Bennet, Stein, Communications Systems and Techniques, 
Ch. 10, 1966). 

This paper describes an experiment at 28.6 GHz from which 
the statistical propagation information is presented in the form 
of a conditional probability matrix. This contains all the 
available information, some of which would be lost in the 
traditional diversity-gain presentation. The performance of any 
proposed diversity system can be calculated from the matrix. 
The performance of two-antenna switched and maximal-ratio 
diversity systems are compared in this manner for an Earth­
satellite path. 
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COMPUTER SIMULATION OF SITE OIVERSITY SYSTEM OPERATION 

Ronald G. Wallace 
James L.carr 

ORI, Inc. 
1375 Piccard Drive 

Rockville, Maryland 20850 

Site diversity, as applied to satellite cOllTnunications Earth 
stations, capitalizes on the spatial inhomogeniety of heavy 
rainfall to reduce the link outage time due to rain atten­
uation. This improvement is gained by switching between the two 
Earth station sites in a manner that results in using the path 
that is least faded, most of the time. Switching an uplink from 
one antenna to another cannot help but cause amplitude, phase, 
and timing discontinuities, and the resulting transients can 
disrupt cOllTnunication. It is desirable, then, to limit the 
frequency of switches between diversity sites to the minimum 
required to maintain the link. In an operational system, 
switching would presumably be automatic, controlled by an 
algorithm that decided on the basis of path attenuation measure­
ments whether or not to switch. One would expect the design of 
the decision algorithm to have some bearing on the relationship 
between the site switching rate and the system availability. A 
computer simulation was performed to investigate the relation 
between switching rate and system availability, and see how the 
decision algorithm affects it. 

The stochastic dynamic model for rain attenuation proposed 
by Maseng and Bakken (IEEE Trans. Com., COM-29, No.5, May 1981) 
was used in the simulation. A program incorporating this model 
was written to create time functions representing simultaneous 
rain attentuation at two diversity sites, and various algorithms 
were employed to decide which simulated site to use and when to 
switch between them. For each algorithm, cumulative outage 
statistics were collected for many simulated hours of rainfall. 
The results showed a clear trade-off between the system outage 
time and site switching rate, that varied with the algorithm 
used. Based on the results, it appears possible to devise site 
switching algorithms that jointly minimize outage time and site 
switching frequency in a way that is consistent with the impact 
of the switching transients on channel performance. 
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ON THE "MEAN" TEMPERATURE Tm FOR INFERRING 
ATMOSPHERIC ·ATTENUATION FROM RADIOMETRIC MEASUREMENTS 

R. E. Leonard, C. A. Levis,·K. T. Lin, and C. W. Wang 
ElectroScience Laboratory 
The Ohio State University 

Department of Electrical Engineering 
Columbus, Ohio 

F-8-4 

In the absence of suitable signal sources, millimeter-wave 
attenuation through the atmosphere is often calculated from 
radiometric data by means of 

T - T 
A = 10 log m s dB, (1) 

10 T 
m 

where the "mean" temperature Tm is given by an empirical formula 
or an estimated constant value (Altshuler, Falcone, & Wulfsberg, 
IEEE Spectrum, July 1968, 83-90). In this paper it is shown 
rigorously that under suitable assumptions regarding scattering 
Tm is a function of the true attenuation, the ground temperature, 
and the distributions of absorption and temperature along the 
paths. Expl icit relationships are presented for various 
temperature and absorption profiles. In general the dependence 
on total attenuation is strongest, that on attenuation distri­
bution is next, and that on temperature distribution is of least 
importance. 

These relationships can be used to obtain improved estimates 
of Tm and, consequently, attenuation. The greatest improvement 
is obtained when the spatial profiles are known, but significant 
improvement is also possible on the basis of the attenuation 
dependence alone when reasonable profiles are assumed. Examples 
of these improvements are given at 28.6 GHz for a data period 
during which satellite-beacon signal strength at the ground, 
radiometric sky brightness, and radar reflectivity were measured 
simultaneously. 

409 



F-8-5 

MICROWAVE RAIN ATTENUATION MODEL FOR SHORT TERRESTRIAL PATHS 

~and M. V. Pursley 
Bell Communications Research 

West Long Branch, New Jersey 07764 

Recently many telephone and communications companies have 
become interested in using digital radio systems operating 
at 18 GHz or at higher frequencies on short terrestrial 
paths in large metropolitan areas to interconnect locations 
of customers having need to transport large volumes of data. 
These new systems known as subscriber radio systems or 
digital termination systems intensify the need for reliable 
estimates of r~in attenuation on short terrestrial paths. 
This paper presents a method for calculating microwave rain 
attenuation distributions on terrestrial paths which are 
less than 10 km long. The method is derived from Lin's 
model which was originally published in 1977 and used 
extensively since then to estimate rain outage for systems 
operating in the 11 GHz common carrier band where path 
lengths usually exceed 10 km. For shorter paths however the 
estimates tend to be optimistic, and, based on short path 
rain attenuation data, the modified approach improves the 
accuracy of the calculated rain attenuation distributions. 

Lin's mOdel, as modified for short path applications, 
coupled with long term (20 years or greater) rain rate 
statistics for 300 U.S. cities previously complied by Lin 
permit accurate path engineering of subscriber radio systems 
in practically any major U.S. metropolitan area. 
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EXTRAPOLATION OF POINT RAIN-RATE DISTRIBUTIONS 

T. S. Chu and J. A. Schecker* 
-- AT&T Bell Laboratories 

Crawford Hill Laboratory 
Holmdel, New Jersey 07733 
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Design of radio communication systems above 10 GHz 
needs rain-rate distributions to predict rain fading 
statistics. The trends toward higher microwave 
frequency give rise to the interest in light rain 
statistics. Measured statistics at light rain rates 
are not readily available and those at very heavy rain 
rates are often unstable, whereas there are plentiful 
stable statistics at moderately heavy rain rates. The 
purpose of this paper is to explore the possibility of 
using a log-normal approximation for extrapolating the 
available rain-rate distributions to lower and higher 
rain rates. 

It was demonstrated that both rain-rate and rain­
attentuation distributions are approximately 
log-normal (S. H. Lin, BSTJ, 54, 1051-1086, 1975). 
However, a major shortcoming of the log-normal 
representation is the uncertainty of the parameter P , 
which is the expected fraction of time that rain fal~s 
at the location. The arbitrary definition of when it 
is raining implies the ambiguity of measured r"aining 
time. We carried out a numerical experiment to test 
the sensitivity of the log-normal approximation to P 
in extrapolating point rain-rate distributions for l~ 
U.S. cities. The predicted probabilities at 
extrapolated rain rates are shown to be relatively 
insensitive at each location for an order of magnitude 
change in raining probability, P. In most cases the 
range of estimated probabilitiesois only of the order 
of 10%. These uncertainties are much smaller than 
variations from year to year. 

*Now with State University of New York at Stony Brook. 
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SPATIAL CORRELATION FUNCTION OF RAINFALL RATE 

IN EUROPE INFERRED FROM STATISTICS OF 
POINT RAINFALL RATE AND RAIN ATTENUATION 

T. Manabe, H. Kobayashi*, T. Ihara, S. Uratsuka, and Y. Furuhama 
Radio Research Laboratories 

Koganei, Tokyo 184, Japan 
*Faculty of SCience and Engineering, Chuo University 

Bunkyo-ku, Tokyo 112, Japan 

Radio waves at frequencies above 10 GHz are subject to 
serious attenuation due to rain. In designing reliable radio 
communication links at these frequencies, it is necessary to 
predict the rain attenuation. Several methods have been proposed 
for predicting rain attenuation statistically from rainfall rate 
measured near the propagation path. Since the measurement of 
rainfall rate for a given path is generally performed at a fixed 
point, some model taking account of the spatial inhomogeneity of 
rainfall along the propagation path must be employed. 

To take account of the spatial inhomogeneity, Morita and 
Higuti [Trans IECE Japan, ~, 425, 1978] proposed a method in 
which the spatial correlation function of rainfall rate whose 
functional dependence on distance d is given by exp ( - aid) is 
employed and the log-nomal distributions are assumed for both 
cumulative distributions of rainfall rate and attenuation. Their 
method was successfully applied to Japanese climate. 

Considering possible variability of the spatial structure 
of rainfall from one locality to another, the form of the spatial 
correlation function is conSidered to be dependent on climatic 
condition. In this paper, the functional dependence of the 
spatial correlation function on distance is examined by applying 
their method to terrestrial paths in 8 localities across Europe 
where the reliable statistics of rainfall rate and attenuation 
are available [F. Fedi, Alta Freq., !a, 167,_1979]. In addition 
to the correlation function given by exp( -a/d), another type of 
correlation function given by exp( - Sd) is examined. The 
parameter a or S for each locality is so determined as to give 
the best fit prediction of cumulative distribution of 
attenuation. 

Although there are several propagation path in each 
locality, the variance of the inferred parameter S is smaller 
than that of the inferred parameter a wi thin each locality. This 
fact implies that the correlation function given by exp( - sa) is 
more appropriate to the s~atial structure of rainfall in Europe 
than that given by exp(-a/d). It is also found that the values 
of the parameter S for different localities within a particular 
climatic region (CCIR Rep. 563) are close to each other, while 
those for different climatic regions differ significantly between 
different climatic regions. This shows that the parameter S 
depends considerably on the climatic region. 
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RADAR DERIVED TWO DIMENSIONAL RAIN 
CELL STATISTICS 

Julius Goldhirsh and Bert Musiani 
The Johns Hopkins University 
Applied Physics Laboratory 

Johns Hopkins Road 
Laurel, Maryland 20707 

F-8-8 

Two dimensional contours of equi-rain intensity 
levels, R(mm/hr) have been derived employing a mUlti­
year radar data base of the rain reflectivity struc­
ture. An S Band radar (SPANDAR) located at the 
NASA/Goddard Space Flight Center, Wallops Flight 
Facility at Wallops Island, Virginia was used to ac­
quire the rain reflectivity data. The rain rate in­
tensities examined range from a few mm/hr up to 150 
mm/hr and their contours were derived from low ele­
vation azimuthal 360° radar scans (PPIs) of the rain 
environment and simultaneously acquired disdrometer 
data. 

Backscatter power levels of the rain environment 
were recorded for adjacent range bins from 10 to 100 
km with a resolution of 150 m (pulse width = 1 ~sec), 
at azimuthal intervals of 1°). These power levels 
were initiall¥ converted to radar reflectivity factor 
levels, Z (mm /m3 ). Simultaneous with each rain per­
iod, drop size spectra data were obtained with a near­
by disdrometer. These disdrometer data were analyzed 
for each rain period and a best fit R = azb power law 
relationship was derived for each rain day. The ra­
dar reflectivity levels were converted to rain inten­
sities by utilizing the appropriate R-Z relationship 
for the rain period in question. In this way, planes 
of Z were converted to planes of R structure for each 
PPI. 

An algorithm was developed enabling the determi­
nation of contours for defined narrow intervals of 
rain rate intensities. The actual areas and diame­
ters of the equi-circular areas of these contours 
were subsequently derived. Statistics for both the 
actual areas as well as the equi-circular diameters 
were determined and these results are presented. 
Cell size comparisons are made with those derived by 
other investigators. 

These results are useful for rain attenuation 
modeling and rain scatter interference problems and 
should provide an important data base to the Interna­
national Radio Consultative committee (CCIR). 

413 





MONDAY. June 17 

H F Propagation 

A.M. 

URSI COMMISSION G . SESSION G1 

8:30 - 12:00 
LAW 201 

Le LUNDI17 juin 

Propagation H F 

Chairperson/President: H. Soicher. US Army Communications Electronics Command. Fort Monmouth. 
NJ. USA 

HIGH-FREQUENCY RADIO PATHS IN MODEL IONOSPHERIC LAYERS WITH HORIZONTAL GRA­
DIENTS. K. Davies. National Oceanic and Atmospheric Administration. Environmental Research Lab­
oratories. Boulder, CO, USA 

2 COMPARISON OF THE FOPPIANO AND VONDRAK AURORAL LOSS MODELS. G.H. Millman. 
K.H. Rex. General Electric Company, Military Electronic Systems Operations. Syracuse, NY, USA 

3 AN IMPROVED MUF ALGORITHM FOR MICROCOMPUTER APPLICATIONS. R.A. Sprague. D.B. 
Sailors. Naval Ocean Systems Center. Ocean and Atmospheric Sciences Division, San Diego, CA, USA 

4 UPDATE OF SKYWAVE TRANSMISSION CURVES TO MATCH MULTIPLE LAYER PROPAGATION 
PREDICTIONS FOR REAL TIME OVER-THE-HORIZON RADAR AND COMMUNICATION SYSTEM 
OPERATIONS. R.D. Chaney. D.B. Odom. N.P. Viens. Raytheon Company. Equipment Division. 
Wayland. MA. USA 

5 USE OF A GLOBAL EFFECTIVE SUNSPOT NUMBER (I G) FOR LONG-TERM IONOSPHERIC PRE­
DICTIONS. R. Liu. K. Liu. Y. Zhou. China Research Institute of Radiowave Propagation, Xinxiang. 
China 

6 EXPERIMENTAL VERIFICATION OF A REAL-TIME HF FREQUENCY MANAGEMENT TECHNIQUE. 
C.M. Rush. National Telecommunications and Information Administration, Institute for Telecommu­
nication Sciences, Boulder, CO. USA; J. Perry. DoD, Washington, DC, USA; P. Argo. LANL. Los 
Alamos. NM, USA; R. Conkright. NOAA/EDIS. Boulder. CO, USA; A. Paul. NOSC. San Diego, CA. 
USA; B. Reinisch. University of Lowell. Lowell, MA. USA 

7 DAY-TO-DAYVARIATIONS OF FIELD STRENGTH ON HF TRANSMISSION LINKS. T. Damboldt. 
Forschungsinstitut der Deutschen Bundespost, Darmstadt, FRG 

8 SPORADIC-E MEASUREMENTS USING A HIGH TIME RESOLUTION HF CHANNEL PROBE. L.S. 
Wagner. Naval Research Laboratory, Information Technology Division, Washington, DC. USA 

9 ANGLE OF ARRIVAL OF ECHOS REFLECTED FROM SPORADIC E-LAYERS. A.K. Paul. Naval 
Ocean Systems Center, Ocean and Atmospheric Sciences Division, San Diego, CA, USA 

10 A THREE-NODE TRANSATLANTIC DIGITAL HF EXPERIMENT. M. Ahmed. GTE Government Sys­
tems Corporation, Communication Systems Division. Needham Heights. MA, USA; B. W. Reinisch. 
University of Lowell, Center for Atmospheric Research. Lowell, MA. USA; J.C. Jodogne. Institut Royal 
Meteorologique, Bruxelles, Belgium; J. Gilbert. Rutherford Appleton Laboratory. Didcot, U.K. 
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High-frequency radio paths in model ionospheric layers with horizontal 
gradients. 

by 

Kenneth Davi-es 

Horizontal gradients of electron density can play an important role in 
the determination of radio ray paths as they produce errors in radio location 
based on measurements of angles of elevation and azimuth. Large gradients are 
known to occur regularly in such areas as: the equatorial anomaly, the sub­
auroral trough, the sunrise terminator, travelling ionospheric disturbances 
etc. Using parabolic models of vertical electron density with linear 
variations in the horizontal direction, t he three-dimensional ray paths are 
expressed by analytical formulas. Using gradients of NmaxF2 observed in 
Europe, it has been found that errors of 50 to 100 km are possible in the 
apparent location of a source with ranges of the order of 300 km. When the 
horizontal gradients are sufficiently large, horizontal reflection occurs and 
the ray can be reflected back along itself as is the case with "vertical" 
sounding using ionosondes. 
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COMPARISON OF THE FOPPIANO AND VONDRAK AURORAL LOSS MODELS 

GEORGE H. MILLMAN 
KENNETH H. REX 

GENERAL ELECTRIC COMPANY 
SYRACUSE, NEW YORK 13221 

(;-1-2 

The auroral loss model developed by Foppiano and the one 
proposed by Vondrak, which is a modified version of the Foppiano 
model, are compared. Both models were incorporated into the IONCAP 
ionospheric prediction computer program developed by the Institute 
for Telecommunication Sciences. 

The cOluparison of the auroral losses predicted by the two 
models for a location in the Northeastern United States was based 
on HF oblique propagation paths specified as a function of skip 
distance, bearing, time of day, season, magnetic activity and 
sunspot number. 

An examination of the computed data reveals that, for high 
magnetic activity, Vondrak's auroral absorption is higher than the 
Foppiano results. Under some conditions, the difference could be 
as large as 10 dB. For low magnetic activity, Foppiano's ~stimates 
are slightly higher than the Vondrak predictions, the maximum 
difference being on the order of 2 dB. 
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AN IMPROVED MUF ALGORITHM FOR MICROCOMPUTER APPLICATIONS 

R. A. Sprague and D. B. Sailors 
Ocean and Atmospheric Sciences Division 

Naval Ocean Systems Center 
San Diego, CA 92152-5000 

An improved version of MINIMUF-3.5 was developed to predict 
accurate maximum usable frequencies (MUFs) under conditions of 
anomalously high sunspot numbers, to predict foF2 values 
suitable for ray-tracing applications, and to predict M3000 
factor values usable for determining the mirror height of 
reflection for oblique incidence propagation. This version 
incl udes sunspot number dependence in both the foF2 and the M 
factor calculations and provides a natural saturation in the MUF 
vs sunspot number curve, reduci ng the error in predi cted MUF 
val ues under very hi gh sunspot number condi ti ons. 

The improvement in the prediction of the foF2 values was made by 
comparing the predicted foF2 values against 480 path months of 
foF2 data measured at 30 sites. The data at each site covered 
the low, medi urn, hi gh, and very hi gh sunspot ranges for one 
month of each season of the year. The sunspot number variation 
previously used in MlNlMUF 3.5 was deleted and the constant 58.0 
called Ai in MINlMUF-3.5 was replaced by a linear equation: The 
constants in the equation were chosen to minimize the bias in 
predicted foF2 as a function of sunspot number. 

The M factor portion of the algorithm was modified to include 
sunspot number, seasonal, and diurnal variations using over 7200 
observed oblique sounder medium MOFs measured on 39 paths. A 
linear variation in sunspot number with negative slope was found 
that minimized the bias in the predicted MUFs. A sixth-order 
Fourier series was fit to the bias of the predicted MUFs for 
each month of the year to determi ne the seasonal dependence. 
The diurnal dependence was determined by first fitting a linear 
equation to the daytime values of the bias in the predicted MUFs 
and then fi tti ng a si xth-order Fouri er seri es to the ni ghtt ime 
values of the bias in the predicted MUFs. The resulting M 
factor porti on of the algorithm can be used to predi ct M3000 
factors for obtaining mirror heights of reflection for oblique 
incidence propagation (M. Lockwood, Proc. lEE, 131, 117-124, 
1984). 
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UPDATE OF SKYWAVE TRANSMISSION CURVES TO MATCH MULITPLE 
LAYER PROPAGATION PREDICTIONS FOR REAL TIME OVER-THE­

HORIZON RADAR AND COMMUNICATION SYSTEM OPERATIONS 

R.D. Chaney, D.B. Odom and N.P. Viens 
Raytheon Company, Equipment Division 

Wayland, Massachusetts 01778 

(;-1-4 

One of the problems frequently encountered when analyzing the proc­
essing time-line of over-the-horizon (OTH) radar and communication 
systems is the inability to accurately estimate as well as supply 
the computer resources required to support a real time raypath 
analysis through a realistic ionospheric model. To overcome this 
problem a procedure has been developed which provides an update to 
the presently used Smith Transmission Curves as adapted by Wieder 
(Smith, N., 1939, Wieder, B., 1955 and Davis K., 1965) which allows 
the transmissions curves to more accurately predict the propagation 
conditions which would apply to realistic multiple layer profiles 
that are characteristic of both quiet and disturbed conditions. 

The advantages provided by this procedure are twofold: 1) The 
observed ionospheric profile can be updated in real time by manually 
tracing the local ionospheric sounding obtained at the HF radar and 
communication sites or use can be made of an automatic ionospheric 
digitizing procedure such as that developed at the University of 
Lowell (Reinisch, B.W., 1983). 2) The use of the updated trans­
mission curve relationships to predict, in real time, the ionospheric 
propagation conditions which are present in the region of the iono­
spheric sounder substantially reduces the raypath analysis require­
ment placed upon the system processor and allows realistic estimates 
of a much reduced computational load to be made. 

This paper reviews the analytical procedures used to update the 
transmission curve predictions and provides a comparison with ray­
trace calculations performed through both Chapman and multiple 
parabolic layers for both day and nighttime conditions for a mid­
latitude site location. The physical relationship of this new 
transmission curve function to the variation in the scale height 
as a function of altitude is discussed. This transmission function 
is constrained to have the propagation parameters match those which 
result when Chapman profiles are used to model the region of the 
skip ray. A comparison between the results obtained using the Smith 
curves and those derived from the new propagation modeling procedure 
is provided along with an estimate of the computational load to be 
addressed during real time communication system and radar operations. 
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USE OF A GLOBAL EFFECTIVE SUNSPOT NUriJBER (IG) 
FOR LONG-TERH IONOSPHERIC PREDICTIONS 

Liu Ruiyuan, Liu Kefeng and Zhou Yuzhi 
China Research Institute of 
Radiowave Propagation 
P. O. Box 138 
Xinxiang, Henan Province 
China 

A new index of solar activity called the global 
effective sunspot number (IG) has been developed ( Liu 
et al., Telecomm. J., Vol. 50, 8, 40.'3-414, 19R3). The 
present work is based on Chinese vertical incidence 
sounding stations' data in order to investigate the 
possibility of the use of IG12' the 12-month running 
mean of IG, for long-term ionospheric predictions. It is 
shown that the correlation coefficients behveen the 
ionospherically-derived index ( IG12 ) and ionospheric 
characteristics (foF2 and F2(3000)!JJUF) are higher than 
those between sunspot number R12 and ionospheric cha­
racteristics. 

The efficacy of the use of IG12 for predicting 
foF2, fil(3000)F2 and F2(4000)MUF has been evaluated, 
using CCIR Report 340, by comparison with R12 in current 
use. The evidence presented shows that the use of IG12 
instead of R1? in the CCIR pre~icti?n scheme yields m?re 
accurate values of foF2 and F2\4000)MUF. In the predlc­
tions of foF2 and F2(4000)MUF 12-month in advance, the 
average improvements in accuracy are about 18fo and 1010 
respectively. Other advantages arising from the use of 
the IG index are discussed. 
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EXPERIMENTAL VERIFICATION OF A REAL-TIME 
HF FREQUENCY MANAGEMENT TECHNIQUE 

G-1-6 

Charles M. Rush, NTIA/ITS, Boulder, CO 80303, Jane 
Perry, 000, Washington, D.C. 2075S, Paul Argo, LANL, 
Los Alamos, N.M. 87545, Ray Conkright, NOAA/EDIS, 
Boulder, CO 80303, Adolf Paul, NUSC, San Diego, CA 
92152, and Bodo Reinisch, University of Lowell, 
Lowell, MA U1854 

A high frequency (HF) experiment was conducted in October 1984 to 
test the concept of employing cooperative beacons to improve the 
accuracy of HF time-difference-of-arrival geolocation systems. 
The experiment involved continuous transmission of HF signals from 
1U transmitter sites (taken 2 at a time) to 5 receiver sites. The 
path length of the circuits that were studied varied from less 
than 5U km to nearly 16UU km. Vertical incidence ionosondes were 
operated at Boulder, Colorado; Los Alamos, New Mexico; and Salina, 
Utah; and the observations were used to provide real-time infor­
mation about the ionospheric structure in the vicinity of the 
experiment. The ionosonde information was used, along with propa­
gation predictions obtained from the IONCAP program, to provide 
quasi-real frequency management for all the circuits in the experi­
ment. Communication, i.e., hearability, was achieved for over 
90 percent of the time during the experiment. 

In this paper we will describe the experimental setup, the iono­
sonde operation, and the frequency management methods that were 
used to achieve the observed high level of hearability. In 
addition, the procedures used to update the IONCAP prediction 
proyram with the ionosonde data will be described. Results will 
be presented illustrating how well the circuits performed under a 
variety of conditions--day/night, dawn/dusk, short distance/long 
distance, quiet magnetic conditions/disturbed conditions. 
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Day-to-day variations of field strength on HF 

transmission links 

by 

Thomas Damboldt 

Forschungsinstitut der Deutschen Bundespost 
D-6100 Darmstadt 

Continuous field-strength recordings of distant HF transmitters 
have been made since 1969 by the Research Institute-of the Deut­
sche Bundespost. The AGe voltages of the receivers, which are a 
measure for the input voltages,are recorded on strip-chart re­
corders. The strip charts are evaluated such that hourly medians 
are determined. At present 24 transmitters are recorded (i.e. 576 
hourly (median) values per day). This yields about 17,000 values 
per month from which the monthly (hourly) medians, quartiles and 
deciles are obtained. The complete set of data collected so far 
consists of about 40,000 of each of these values. A comparison 
of medians and quartiles (or deciles), i.e. an estimation of the 
day-to-day variation, yields differences of up to +/- 50 dB. A 
more detailed analysis reveals that the day-to-day variation is 
largest near the critical frequency. It is almost independent 
of path length, solar activity, season, geographical latitude of 
the path midpoint and of time of day. 
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Sporadic-E t1easurements Using a High Time Resolution HF Channel Probe 

L. S. 'wagner 
Naval Research Labor-atory 

Dbservation of sporadic-E with a high resolution (1 )1s), coherent, 
coded-pul se, obI i que sounder reveals interest i ng structural detail s 
unresolved by lower resolution sounders. Measurements were made on a 
126 km baseline mid-latitude path. Results will be presented showing 
the pulse response for a variety of forms of sporadic-E. In all cases, the 
time evolution oi the sporadic-E return is monitored over an extended time 
and frequency interval with a revisit time .. at a given frequency, of 
approximately 10 seconds. In selected cases, the pulse response at a 
given frequency is monitored every 0.5 second over an interval of 
approximately 1 minute. This mode of operation is useful for examining 
iast fluctuation phenomena. Doppler analysis and examination of the 
coherent pulse response helps in distinguishing between signals refracted 
in a more or less conventional manner and those scattered by an extended 
cloud of irregularities. 
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ANGLE OF ARRIVAL OF ECHOS REFLECTED FROM SPORADIC E-LAYERS 

Ado If K. Paul 
Ocean and Atmospheric Sciences Division 

Naval Ocean Systems Center San Diego, California 92152-5000 

Ionograms recorded with the NOAA digital ionosonde at four 
recei vi ng antennas i nc1 ude the i nformati on for ang1 e of arri val 
computation. Recordings taken between August 1980 and January 
1981 near Brighton, Colorado were analyzed to study tilts of 
sporadic E-1ayers. It was found that tilts of 10° or more are 
quite frequent and can be as large as 30°. In some cases where 
apparently two layers at different virtual heights were observed 
it was found t9at the echos were ref1 ected at approximately 
equal hei ghts from two different 1 ocati ons. The observati ons 
imp 1y that characteri stic dimensi ons of sporadic E-1 ayers are 
frequently 1 ess than 50 km. The 1 imi ted number of samp1 es 
available give no clear indication whether sporadic E-1ayers 
have a wave1 ike or patchy structure, both types may exist. The 
consequences of these results for HF-propagation will be 
di scussed. 
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A THREE-NODE TRANSATLANTIC DIGITAL HF EXPERIMENT 

Mukhtar Ahmed 
Communication Systems Division 

GTE Government Systems Corporation 
Needham Heights, MA 02194 

Bodo W. Reinisch 

G-I-IO 

University of Lowell Center for Atmospheric Research 
Lowell, MA 01854 

Jean Claude Jodogne 
Institut Royal Meteorologique 

1180 Bruxelles, Belgique 

John Gilbert 
Rutherford Appleton Laboratory 

Chilton, Didcot, Oxfordshire, OXll OQX, England 

Reported here are the results of bidirectional 
transatlantic soundings conducted during September 
16-19, 1984 with identical Digisonde 256 sounders at 
Needham, USA, Slough, UK, and Dourbes, Belgium. Each 
sounder was operated simultaneously in the vertical 
monostatic and oblique bistatic modes transmitting 10 
KW pulses at a repetition rate of 100 Hz. 

Bidirectional soundings at each node were per­
formed by simultaneous transmission to and reception of 
signals from the other two nodes. A typical trans­
mission cycle consists of a 5-minute swept frequency 
ionogram incremented every 0.1 MHz in the range 4-26 
MHz followed by a fixed frequency ionogram for the same 
length of time. In the swept frequency ionograms re­
corded at Needham starting at 4.0 MHz the even and odd 
increments of 0.1 MHz represent signals from Slough and 
Dourbes respectively. The fixed frequency ionograms 
show signals from Slough and Dourbes alternating in the 
first and second 2.56 period. 

The four-day experiment encompassed a very quiet 
period of geomagnetic activity followed by a highly 
disturbed phase (Kp = 8) at high latitudes. Signifi­
cant variations in the SNR and varying multi-mode 
structures reflect highly variable propagation condi­
tions. Criteria are presented for Real Time Channel 
Evaluations during day/night and benign/stressed propa­
gation conditions. Cross correlation and power spec­
tral analyses of ionograms show spatial diversity, and 
different fading and Doppler characteristics of signals 
from Slough and Dourbes. 
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Modelisation et 
dynamique de I'ionosphere 

Chairperson/President: R.T. Tsunoda. SRI International. Menlo Park. CA. USA 

(1:40) A MODEL OF THE GLOBAL IONOSPHERE. R.W. Schunk, J.J. Sojka, Utah State University. 
Center for Atmospheric and Space Sciences. Logan. UT. USA 

2 (2:20) THE IMPORTANCE OF INCOHERENT SCATTER DATA FOR THE URSI·COSPAR ·INTER· 
NATIONAL REFERENCE IONOSPHERE·. K. Rawer, D. Bilitza, Albert·Ludwigs·Universitiit. Freiburg. 
FRG 

3 (2:40) ON LONG· TERM TRENDS OF IONOSPHERIC CHARACTERISTICS. P. Dominici, B. Zolesi, 
Istituto Nazionale di Geofisica. Ionospheric Dept .. Rome. Italy 

4 (3:00) ON .. LOCAL·· IONOSPHERIC MODELS. P. Dominici, B. Zolesi, Istituto Nazionale di Geofisica. 
Ionospheric Dept.. Rome. Italy 

5 (3:20) DYNAMIC INTERACTION BETWEEN THE IONOSPHERE AND THERMOSPHERE. R.G. 
Roble, National Center for Atmosphere Research. Boulder. CO. USA 

6 (4:00) CALCULATED RAYLEIGH·TAYLORINSTABILITY GROWTH RATES FOR SOLAR MINIMUM 
AND SOLAR MAXIMUM CONDITIONS. D.N. Anderson, Air Force Geophysics Laboratory. Hanscom 
AFB. MA. USA 

7 (4:20) SOURCES OF F·REGION IONIZATION ENHANCEMENTS IN THE NIGHTTIME AURORAL 
ZONE. R.M. Robinson, Lockheed Palo Alto Research Laboratory. Space Sciences Laboratory. Palo 
Alto. CA. USA; R.T. Tsunoda, J.F. Vickrey, SRI International. Radio Physics Laboratory. Menlo 
Park. CA. USA 

8 (4:40) F·REGION IONOSPHERIC IRREGULARITIES - A REVIEW. J.F. Vickrey, SRI International. 
Menlo Park. CA. USA 
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A MODEL OF THE GLOBAL IONOSPHERE 

R. W. Schunk and J. J. Sojka, Center for Atmospheric and Space 
Sciences, Utah State University, Logan, Utah 84322, USA 

We constructed a time-dependent, 3-dimensional, multi-ion 
model of the global ionosphere at E and F-region altitudes. The 
model is based on a numerical solution of the coupled continuit+, 
m~ment~m, +and ene~gy equations for electrons and six ions (NO , 
O

2
, NO , 0 , N+, He). The model takes account of magnetospheric 

and equatorial electric fields, auroral precipitation, a global 
thermospheric wind, and the displacement between the geographic 
and geomagnetic poles. Our initial model studies indicate that 
the ionosphere displays a marked variation with altitude, lati­
tude, longitude, universal time, season, solar cycle and geomag­
netic activity, which is in agreement with the extensive body of 
data that has been collected over the last two decades. Depending 
on the conditions, the model produces a number of interesting 
ionospheric features, including ionospheric hot spots, drifting 
plasma blobs, localized ionization troughs, a tongue of ionization 
in the polar caps, mid-latitude troughs, Appleton ionization 
peaks, and an equatorial fountain. These features all display a 
significant UT variation owing to the offset between the geomag­
netic and geographic poles. Also, at a given instant of time, 
N F2 can vary by almost three orders of magnitude over the globe. 
TWese and other results will be reviewed. 
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THE IMPORTANCE OF INCOHERENT SCATTER DATA FOR THE 
URSI-COSPAR 'INTERNATIONAL REFERENCE IONOSPHERE' 

Karl RAWER and Dieter BILITZA 

Albert-Ludwigs-Universitat Freiburg (Br.), FRG 

G-2-2 

The International Reference Ionosphere (IRI) has for 
task to produce vertical profiles of the main iono­
spheric parameters depending on space and time coor­
dinates. The chosen parameters are: plasma (electron) 
density, electron and ion temperature and chemical 
composition of the major ions. Ground and space based 
data have been and are considered to this end. 

Specific contributions obtained by incoherent scatter 
techniques (inc. sc.) are most important in certain 
altitude ranges for the plasma density, and at all 
altitudes for the temperature profiles. As for the 
ion composition, inc. sc. technique can give valuable 
complementary information. In general, the station­
bound inc. sc. data are particularly useful when they 
can be combined with world-wide data as obtained by 
satellites. They are quite often needed for checking 
such data, and as a primary source of information in 
height ranges which are only accessible to rockets, 
not satellites. A few problems have been encountered 
in the past when combining data of different techni­
ques and sources. Some desiderata are indicated, con­
cerning the kind and rhythm of inc. sc. measurements 
in view of the IRI project. 

In the future, IRI plasma motions are also to be 
described at least provisionally. The combination 
of inc. sc. results with those of other techniques 
needs yet some discussion. 
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ON LONG-TERM TRENDS OF IONOSPERIC CHARACTERISTICS 

P.Dominici and B.Zolesi 
Ionospheric Department 

Istituto Nazionale di Geofisica,Roma,Italy 

The measurement of ionospheric characteristics by sistematic 
vertical radio soundings began some tens of years ago and 
now it is possible to study long series of data for many 
stations of the world ionospheric network:for instance,in 
order to put in evidence long-term trends,as it happens for 
the elements of the geomagnetic field. 
The data carried out from about 1948 at the ionospheric sta­
ticn of Rome (41.8°N,12.5°E) have been statistically analysed 
from this particular point of view. 
The results seem to confirm the existence of some long-term 
trends,but further studies are necessary,in particular for 
what concerns the indipendence of some data from measuramen­
tal facts. 
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ON "LOCAL" IONOSPHERIC MODELS 

P.Dominici and B.Zolesi 
Ionospheric Department 

Istituto Nazionale di Geofisica,Roma,Italy 

G-2-4 

For studies and applications regarding a not large area it is 
convenient to use local ionospheric models from the data of 
the ionospheric stations in that zone,which are more accurate 
than general models. The criteria for such models expecially 
for that concers the predictions for the ionospheric HF radio 
propagation are briefly discussed. 

A model of this kind for the central Mediterranean area is 
shown. 
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Dynamic Interaction between the Ionosphere and Thermosphere 

Raymond G. Roble 
National Center for Atmosphere Research­

P.O. Box 3000 
Boulder, Colorado 80307 

Ion drag has a strong influence on the dynamic structure of the Earth's thermo­
sphere. At high magnetic latitudes the ion drag associated with magnetospheric plasma 
convection derives a largely rotational, nondivergent, double-vortex wind system at F­
region altitudes that can attain velocities greater than 500 ms-1 during moderate levels of 
geomagnetic activity. This wind system has been observed by instruments on board the 
Dynamics Explorer-2 satellite and also from various ground-based observatories. At mid­
latitudes the thermospheric winds are primarily driven by solar EUV and UV radiation 
during geomagnetic quiet periods but they are strongly influenced by electric fields 
penetrating equatorward from the auroral zone during geomagnetic disturbed periods. At 
low-latitudes ion drag variations associated with equatorial E X If plasma drifts also 
influence the dynamic structure of the thermosphere. The observational evidence describ­
ing these large-scale dynamic interactions will be reviewed. The results of numerical 
simulations made with the NCAR thermospheric general circulation model (TGCM) to 
examine these dynamic interactions will also be presented. 
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CALCULATED RAYLEIGH-TAYLOR INSTABILITY GROWTH RATES FOR 
SOLAR MINIMUM AND SOLAR MAXIMUM CONDITIONS 

David N. Anderson 
Air Force Geophysics Laboratory 

Hanscom AFB, MA 01731-5000 

G-2-6 

There is strong evidence that the post-sunset formation of 
equatorial plasma depleted regions or "bubbles" has a solar cycle 
dependence with the largest occurrence frequency coming at solar 
maximum and the smallest at solar minimum periods. An essential 
ingredient in creating the ambient ionospheric conditions which 
lead to the growth of pl asma instabil ities is the post-sunset 
enhancement in upward E x B drift. This is a common feature dur­
ing solar maximum years, but is essentially absent at solar mini­
mum. To quantitatively study Raleigh-Taylor instability growth 
rates and how they compare with the dissipating process of chemi­
cal loss rates, the time-dependent plasma continuity equation 
is solved numerically to give electron density profiles as a 
function of latitude and local time. Calculated ambient iono­
spheric conditions at 1900 LT for equinox, solar cycle maximum 
and solar cycle minimum periods are presented. It is found that 
under solar maximum conditions, the calculated "time constants" 
for instability growth and chemical loss are 17 min. and 151 min. 
respectively, implying that depleted regions grow much faster 
than they are dissipated. In contrast, during solar minimum 
period, chemical loss dissipation occurs in 27 minutes compared 
to a growth time constant of 52 minutes. The importance of the 
chemical loss rate is discussed in the light of a recent suggestion 
that neutral winds may play an important role in accounting for 
the seasonal/ longitudinal variation in the observed occurrence 
of equatorial "bubbles" and scintillation activity. 
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SOURCES OF F-REGION IONIZATION ENHANCEMENTS IN 
THE NIGHTTIME AURORAL ZONE 

R. M. Robinson (Space Sciences Laboratory, Lockheed Palo Alto Research 
Laboratory, Palo Alto, Ca. 94304 

R. T. Tsunoda and J. F. Vickrey (Radio Physics Laboratory, SRI Inter­
national, Menlo Park, Ca. 94025) 

Data obtained during elevations scans with the Chatanika incoher­
ent-scatter radar have revealed the presence of ionization enhance­
ments in the nightside auroral F-region with scale sizes ranging from 
tens of kilometers (medium-scale) to hundreds of kilometers (large­
scale). These ionization enhancements are typically found in the mid­
night local time sector and extend longitudinally in the evening and 
morning sectors near the equatorward boundary of the auroral oval. We 
show the results of two models which demonstrate that these ionization 
enhancements are produced by a combination of local production by 
precipitating particles and transport. By combining various source 
distributions with a high latitude convection pattern, we were able to 
examine the effectiveness of a given source in producing the observed 
distributions. The results show that the Harang discontinuity near 
midnight is an important source region for F-region ionization 
enhancements. However, we also show that the equatorward edge of the 
oval is a preferred location for ionization enhancements transported 
from the polar cap into the auroral zone. In convecting from midnight 
toward dawn and dusk, large-scale ionization enhancements become 
extended longitudinally so their latitudinal scale sizes decrease. 
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F-REGION IONOSPHERIC IRREGULARITIES--A REVIEW 

James F. Vickrey 
SRI International 

333 Ravenswood 
Menlo Park, CA 94025 

Ci-2-8 

The study of ionospheric structure has traditionally concen­
trated on fluctuations in electron concentration. Recent results 
indicate, however, that a full understanding of density structure 
requires knowledge of structure in electrodynamics, neutral winds 
and waves, and plasma temperature and composition as well. Iono­
spheric structure can exist over scale sizes ranging from global 
scales to centimeters. The sources of this structure vary with 
location. At the equator, for example, nighttime F region struc­
ture results from instabilities that can dominate the plasma 
motion. At high latitudes, plasma instabilities are accompanied 
by structured particle precipitation, strong and highly struc 
tured magnetospheric convection electric fields and field-aligned 
currents, all of which can produce variations in ion concentra­
tion. 

The ultimate spectrum of fluctuations in ion concentration 
that is observed experimentally is a balance between the strength 
and scale size dependencies of the sources and sinks of struc­
ture. In this review, recent progress in modelling the sources 
and sinks of structure will be emphasized. In addition, experi­
mental observations for comparison to theory, and for establish­
ing a hierarchy of sources and sinks will be presented. 
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WHAT IS THERE LEFT TO STUDY IN IONOSPHERIC RADIO PROPAGATION? 

Dr. Jules Aarons 
Dept. of Astronomy 
Boston University, Boston, MA 02215 

The technical demands for studies of ionospheric radio propagation 
have two sources. In one stream the ionosphere is studied because it 
is a component black box in the electronic system. Low frequency 
navigation and communication systems and HF communication and radar 
systems are examples. The other often si lent group of system operators 
and designers studies the ionosphere reluctantly wishing the 
ionosphere wasn't therej then the system wouldn't have to correct for 
ionospheric delays or wouldn't be bothered by fading problems at 
equatorial and high latitudes. Both streams of technical needs are 
generating new demands on ionospheric radio propagation research. The 
demands include higher accuracy in navigation systems, greater 
percentage of probabi I ity of detection for OTH radars, new methods of 
detecting objects from space and from the ground, high error-free data 
rates, and new uses of the UHF band for satel I ite communications and 
navigation. It is of interest to note that the demands for HF 
communications are increasing. 

On the science side there are new demands on ionospheric research. 
What are the roles of various instabi I ity mechanisms in creiating 
irregularities at high latitudes? What is the morphology of electron 
density parameters in the polar region? What are the relationships of 
magnetosphere and high latitude effects to equatorial parameters? What 
are the triggering mechanisms for the plumes or patches of 
irregularities? Why can't we as yet forecast the presence on any night 
of patches? What is the connection between the plasmapause 
irregularities and the auroral and polar regions? There are many other 
questions which abound in ionospheric physics which are not answered. 

The new demands of technology and the unanswered questions of science 
wi I I lead us to a continuing technical study of ionospheric radio 
propagation and a study of the physics of the ionosphere. There is 
much left to study in the field. 
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USE OF SCINTILLATION THEORY TO UNDERSTAND FREQUENCY-SPREAD ON 
F-REGION IONOGRAMS AND FADING ON HF IONOSPHERIC COMMUNICATION-LINKS 

Henry G. Booker, Pradeep K. Pasricha* and William J. Powers 
Department of Electrical Engineering and Computer Sciences 

University of California, San Diego, 
La Jolla, CA 92093, USA 

Frequency-spread on F region ionograms is to be explained 
primarily with the aid of large-scale irregularities of ionization 
density in the F-region of the ionosphere. Large-scale 
irregularities are ones whose sizes extend from the Fresnel scale 
up to the outer scale. This means scales ranging from about two 
kilometres up to some tens of kilometres, or wavelengths ranging 
from about ten kilometres up to several hundred kilometres. 
Irregularities of scale in excess of the Fresnel scale cause 
refractive scintillation of a vertically incident wave on its 
upward journey through the F-region and on its return journey. 
Irregularities also cause the critical surface separating 
underdense ionization from overdense ionization to be rough. 
Irregularity-scales from the Fresnel scale up to the outer scale 
cause reflection from this surface to take the form of glints. 
However, this mechanism by itself does not produce enough 
frequency-spread to explain satisfactorily the more extensive 
forms of spread-F. In these circumstances refractive scattering 
of a wave on its upward journey into the F-region ceases to be 
small-angle scattering before the reflecting stratum is reached. 
Return of energy to the ionosonde becomes possible by multiple 
refractive scattering alone. This is diffuse scattering by 
irregularities of ionization density with scales ranging from the 
Fresnel scale up to the outer scale. The mathematical theory of 
scintillation needs to be extended so as to cover large-angle 
multiple refractive scattering. 
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SIMULATION OF HF WAVE PROPAGATION AT 
OBLIQUE INCIDENCE IN A STRATIFIED IRREGULAR IONOSPHERE 

J.-F. Wagen and K. C. Yeh 
Department of Electrical and Computer Engineering 

University of Illinois at Urbana-Champaign 

The phase screen-diffraction layer method is a powerful tool 
to study the signal scintillation of a wave propagating in a 
turbulent, stratified medium. Under the forward scattering 
approximation, the complex amplitude is shown to satisfy a 
parabolic equation which describes effects arising from phase 
changes due to irregularities and diffraction due to phase 
m1x1ng. Below the turning point, these two effects can be 
computed sequentially. S,tepping in altitude phase changes are 
imbeded into each phase-screen; it is then followed by diffraction 
between phase-screens using FFT techniques. This method is 
equivalent to the split-step algorithm known in ocean acoustics 
but generalized to the case of oblique incidence. 

Near the turning point, the diffraction effects are assumed 
negligible due to the small vertical thickness of the considered 
region. The deterministic part of the wave fields is taken to be 
proportional to the Airy functions. This allows a more accurate 
evaluation of the phase change near the turning point than the WKB 
solutions. The coupling between the ascending and descending 
waves is discussed. 

The simulation model is described and, as an example, results 
for a linearly stratified turbulent ionosphere are given. 
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THE SPECTRAL CHARACTERISTICS OF HIGH-LATITUDE 
F-REGION IRREGULARITIES DEDUCED FROM HILAT 
SATELLITE PHASE SCINTILLATION DATA: C. L. Rino, 
Radio Physics Laboratory, SRI International, 
333 Ravenswood Avenue, Menlo Park, CA 94025 

(j-3-4 

The HILAT satellite has been collecting auroral-zone and 
polar cap scintillation, energetic electron spectrometer, 
particle density, particle drift, and magnetometer data since 
November, 1983. In this paper we shall review the average 
spectral characteristics of intermediate scale F-region 
irregularities, which are primarily responsible for radiowave 
scintillation, and their relation to known auroral morpholog­
ical features as inferred from the other instrumentation. An 
analysis procedure has been developed that allows us to 
measure power-law spectral segments and breakpoints independ­
ently. The data confirm the generally accepted morphology of 
high-latitude irregularities, but allow us to quantify the 
average structure levels in the medium and intermediate scale 
regimes. 

The results are reviewed within the context of a unified 
model proposed originally by Kelley and Vickrey (1983) in 
which particle-produced and solar EUV ionization on the day­
side provide a source function of large-scale structure that 
is convected away from the source regions and cascaded to 
smaller scale sizes through convective instabilities and then 
dissipated through diffusion at small scale sizes. 
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IRREGULARITY SHAPES OBSERVED VIA HILAT 

E.J. Fremouw 
Physical Dynamics, Inc. 
Bellevue, WA 98009 USA 

The HiLat Satellite is returning data on high-latitude iono­
spheric irregularities via a complement of five instruments: a 
VHF/UHF coherent beacon with an L-band phase reference, an in-situ 
plasma monitor consisting of a retarding potential analyzer and an 
ion drift meter, a three-axis magnetometer, an energetic electron 
spectrometer, and two v i sua l-wave length photometers. Data are 
being collected at five ground stations ranging in latitude from 
the plasmapause to the polar cusp. Processing includes spectral 
analysis of VHF and UHF phase scintillation recordings and power­
law fits to the resulting spectra. The best-fit power spectral 
density, T, at a fixed fluctuation frequency (1 Hz) is used as an 
index of phase-scintillation strength. This paper will describe 
the behavior of T as a function of the orientation of the radio ray 
relative to the local magnetic meridian and L shell at the ray's F-
1 ayer (350-krn) penetrat i on poi nt. The behav ior presented wi 11 be 
interpreted in terms of the statistical shape (anisotropy) of 
scintillation-producing irregularities. 

442 



Effects of Ionospheric Irregularities 
on Coherent Microwave Systems 

Warren D. Brown 
Systems Research Division, 0314 

Sandia National Laboratories 
Albuquerque, NM 87185 

Ci-3-6 

Propagation of RF signals through the electron density 

irregularities in the ionosphere can produce random variations 

(scintillations) in the amplitude and phase. The effects of 

these scintillations on frequency and phase modulated commun­

ications systems are briefly reviewed. These effects are 

dependent primarily on modulation scheme (e.g., CPSK), modula­

tion parameter values (e.g., phase lock loop bandwidth) and the 

specifics of modem design. The phase scintillation can degrade 

the performance of a variety of coherent microwave systems such 

as synthetic aperture radars and geopositioners. For these 

coherent systems, the spectral index of the phase scintillation 

spectrum and the ratio of the irregularity outer scale size to 

a characteristic aperture length are the critical parameters in 

determining the severity and c~jracter of the degradations. 

Critical issues are identified and recommendations are made for 

system design which allows successful operation through the 

disturbed ionosphere. 
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TRANSIONOSPHERIC RADIOWAVE PROPAGATION EFFECTS IN THE IONOSPHERE 

J.A. Klobuchar, G. Bishop, E. Weber, P. Fougere 
Ionospheric Effects Branch 

Air Force Geophysics Laboratory 
Hanscom AFB, MA 01731 

P.H. Doherty 
Physics Research Division 

Emmanue 1 Co 11 ege 
Boston, MA 02115 

The first measurements of the effects of the polar cap 
ionosphere on L-band radio waves were obtained early in 1984 
from a ground station at Thule, Greenland, 76.5°N., 86° Corrected 
Geomagnetic Latitude. The spectrum of the satellite L-band trans­
missions allowed us to measure 1) differential carrier phase ad­
vance, which yields accurate information on relative TEC changes, 
both long and short term, from which phase scintillation can be 
determined; 2) absolute group delay, proportional to Total Elec­
tron Content (TEC) and which can be used to provide an absolute 
calibration for the highly accurate, but relative, differential 
carrier phase advance, and 3) carrier amplitudes for measuring 
amplitude scintillation. 

The diurnal maximum values of TEC at times exceeded those of the 
mid-latitude ionosphere. These diurnal maximum values were due 
to large TEC enhancements having periods as short as a few minutes 
movi ng across the po 1 ar cap ionosphere. The TEC enhancements 
were also seen optically by means of all-sky imaging which showed 
regions of enhanced 6300A airg10w emissions (F-region ionization 
patches) moving in the anti-sunward direction with velocities of 
up to 1 km/sec. These large enhancements in TEC occurred mainly 
duri ng the 1 ate afternoon and even i ng hours. On one occas ion 
during a two hour interval there were several quasi-periodic TEC 
enhancements of greater than a factor of two which occurred 
within a period of aproximately 10 minutes. During other times 
the background ionosphere was generally quiet with relatively low 
va 1 ues of TEC whi ch 1 ike ly represented the solar produced com­
ponent of ionization. Associated with some of the TEC enhance­
ments were short periods of weak, but clearly observable, ampli­
tude scintillation having values of S4 up to 0.2. Using a high 
pass detrend time of 150 seconds we observed phase scintillations 
up to ± 5 radians peak to peak, referenced to a standard single 
frequency of 1 GHz, with corresponding smaller peak phase changes 
with shorter detrend times. 
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VARIABILITY OF TOTAL ELECTRON CONTENT 

AT HIGH LATITUDES NEAR SOLAR MINIMUM 

HAIM SOICHER 
CENTER FOR COMMUNICATIONS SYSTEMS 

US ARMY COMMUNICATIONS-EL~CTRONICS COMMAND 
FORT MONMOUTH, NEW JERSEY 07703-5000 

Farada~ observations were conducted at Anchorage, Alaska (6l.04o N, 
149.75 W) utilizing beacon transmissions from a geostationary 
satellite during the period just following the minimum phase of 
solar cycle 21. 

Average maximum mO~6hly v2lues of total electron content (TEC) 
were below 15 x 10 el~m, w2ile individual daily maximum values 
never exceeded 20 x 10 el/m. Seasonal and day-to-day 
variabilities were observed. 

Unique representation of the data has permitted the study of 
day-to-day variability of TEC. For example, during all seasons 
the TEC structure appears uniform from day to day during the 
buildup and decay phases of the local ionosphere. During the 
maximum and minimum of the diurnal phase, the TEC structure 
variability is seasonally dependent. 

During periods of magnetic sudden commencements, which rarely 
occurred in the observation period, significant positive phase 
response of TEC did not materialize. 
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MEM AND FFT ANALYSIS OF HIGH-LATITUDE SPACED-RECEIVER MEASUREMENTS 

Emanoel Costa 
Physics Research Division 

Emmanuel College 
400 The Fenway 

Boston, MA. 02115 

Paul F. Fougere 
Ionospheric Physics Division 

Air Force Geophysics Laboratory 
Hanscom Air Force Base, MA 10731 

The maximum entropy method (MEM) for the estimation of power spectral 
densities (PSD) of discretely sampled stochastic processes was introduced 
about twenty years ago. It has been shown that MEM possesses some ad­
vantages over the more traditional approach of the periodogram spectral 
estimate, obtained as the squared magnitudes of the output values of an 
FFT performed directly on the data set (whether windows, zero-padding 
and/or smoothing are used or not) that make it attractive for geophysical 
applications. MEM has also been shown to produce a smoother spectrum 
with higher resolution than the FFT-based techniques, particularly when 
applied to short data sets. 

MEM was originally applied to seismological studies. Recently, it 
has been used in the study of geomagnetic micropulsations, in the pre­
diction of Zurich sunspot numbers and in the estimation of power spectra 
of ionospheric scintillation data. 

In this contribution, both MEM and FFT will be appl ied to the proc­
essi ng of data from spaced-receiver measurements of UHF radio waves. A 
correl ati on functi on ana lys is of HILAT sate 11 ite data recorded at Tromso, 
Norway (69.7'N, 19.0'E) at 413 MHz will be performed by both techniques 
in order to characterize the parameters (anisotropy and velocity) of the 
moving diffraction patterns. A comparative analysis of the results yielded 
by each technique will be presented, together with examples to illustrate 
their the respective advantages and shortcomings. The results from this 
analysis will then be interpreted in terms of anisotropies and drifts of 
high-latitude irregularities, using a single-scattering phase-screen model. 
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COMPUTER SIMULATION OF SPACE-TIME VARIATIONS 
OF IONOSPHERIC IRREGULARITIES AND SCINTILLATION 

S. J. Franke and C. H. Liu 
Ionosphere Radio Laboratory 

University of Illinois, Urbana, II 61801 

G-3-10 

We will discuss a numerically efficient simulation technique 
for generating realizations of space-time random fields and the 
application of the simulation to spaced receiver measurements of 
ionospheric scintillation. The random fields are generated using 
the "random motion" model that was recently proposed by D. A. de 
Wolf. In this model, the random field is generated by superposing 
a number of distinct "eddies" that have a gaussian profile. The 
scale size of the individual eddies can take on a range of values; 
by appropriately adjusting the number of eddies with a given size, 
we are able to generate a random field with a prescribed power 
spectral density. By allowing each eddy to move with a different 
psuedo-random velocity, the temporal variation of the random field 
can be included in the model. Examples of random space-time 
fields (in one space dimension) will be presented, and the statis­
tics of the generated fields will be compared to theoretical 
models. 

Examples of numerical propagation simulations will also be 
discussed. The goal of the propagation simulation is to investi­
gate the space-time statistics of strongly scintillating signals 
that have encountered a "deep" phase screen. In these 
simulations, a space-time random field is generated and used to 
represent a time varying phase-screen. Numerical computations are 
used to obtain the complex-signal in the reception plane at a 
number of spaced receiver sites. Our initial studies are directed 
toward assessing the applicability of conventional spaced-receiver 
analysis techniques to cases where the scintillation is strong. 
Thus, the "apparent velocity" and "characteristic random velocity" 
of the scintillation patterns are of interest and will be dis­
cussed. 
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toon. SK 
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Atmospheric Research. Lowell. MA. USA; J. Buchan. E.J. Weber. Air Force Geophysics Laboratory. 
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Koehler. P. Prikryl. University of Saskatchewan. Institute of Space and Atmospheric Physics. Saska­
toon. SK 
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LOCITIES AT 398 MHz. D.R. Moorcroft. J.M. Ruohoniemi. University of Western Ontario. Dept. 
of Physics and Centre for Radio Science. London. ON 

9 AURORAL PLASMA MEASUREMENTS WITH THE BARS DOPPLER RADAR SYSTEM. A.G. Mc­
Namara. National Research Council of Canada. Herzberg Institute of Astrophysics. Ottawa. ON 
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Haldoupis. E. Nielsen. Max-Planck-Institut fur Aeronomie. Lindau. FRG; G. Sofko. University of 
Saskatchewan. Physics Dept .. Saskatoon. SK 
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THEORETICAL STUDY OF THE PRODUCTION AND DECAY OF 
LOCALIZED ELECTRON DENSITY ENHANCEMENTS IN THE POLAR IONOSPHERE 

J. J. Sojka and R. W. Schunk, Center fOT Atmospheric and Space 
Sciences, Utah State University, Logan, Utah 84322, USA 

The origins, transport and decay of large scale (> 10 km) 
F-region density irregularities was theoretically studied using 
our High Latitude Time Dependent ionospheric model (HLTD). Such 
density irregularities (blobs) have been found both in the polar 
cap and the auroral zone. Our model studies show that observed 
precipitation energy flux magnitudes can readily give rise to the 
blob densities if a plasma flux tube is exposed to them for 5-10 
minutes. Furthermore once transported away from the source the 
F-region profile recovers its shape on a time scale of 10-20 
minutes. Hence whether the production was caused by soft or hard 
precipitation is no longer discernable from the profile shape. 
Once created a blob will maintain its relative size for many hours 
since it decays at the same rate as the adjacent non-blob plasma. 
Blobs are removed by being transported into a region of high pro­
duction where the new density exceeds the old blob density, (i.e., 
sunlight). The high h F

2
's observed with some blobs need not 

necessarily imply soft pr~c~pitation, induced upward plasma drifts 
from neutral winds or ExB convection can readily account for them. 
Since the high latitude Ionosphere is filled with discrete struc­
tured auroral forms both in the oval and polar cap and plasma is 
continually convecting through these regions blobs are the rule 
rather than the exception. 
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POLAR IONOSPHERIC IRREGULARITIES AND POSSIBLE SOURCE MECHANISMS 

M.C. Lee 

Research Laboratory of Electronics 
Massachusetts Institute of Technology 

J. Buchau, H.C. Carlson, Jr., J.A. Klobuchar, E.J. Weber 

Ionospheric Physics Division 
Air Force Geophysics Laboratory 

Coordinated experiments using optical and radio waves (digi­
tal ionosonde, satellite phase and amplitude scintillation, total 
electron content, incoherent scatter radar) and in situ measure­
ments have been conducted over the past five years to investigate 
the large scale structures and dynamics of the polar ionosphere, 
and the relation of these to ionospheric irregularities. F layer 
arcs and ionization patches (i .e. large scale plasma enhancement) 
have previously been reported as the dominant ionospheric struc­
tures in the polar cap. Both of these features are subject to 
plasma instability processes which lead to ionospheric irregular­
ities. These cause amplitude and phase scintillations of trans­
ionospheric radio propagation. Plasma instabilities such as the 
E x B, current convective, and thermal i nstabil it i es wi 11 be 
examined as possible source mechanisms for exciting polar iono­
spheric irregularities. Factors such as precipitating electrons, 
horizontal transport, and relative ion-neutral velocities within 
ionospheric structures will be considered. In particular, various 
thermal effects that can contribute to the occurrence of irregu­
larities in the polar ionosphere will be discussed. 
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SPECTRAL CHARACTERISTICS OF HIGH LATITUDE IRREGULARITIES FROM 
DE-2 AND SCINTILLATION MEASUREMENTS 

Sunanda Basu and Santimay Basu 
Emmanuel College 
Boston MA 02115 

W.R. Coley and R.A. Heel is 
University of Texas at Dallas 

Richardson TX 75080 

M. Sugiura 
NASA/GSFC 

Greenbelt MD 20771 

C.S. Lin and J.D. Winningham 
Southwest Research Institute 

San Antonio TX 78284 

Characteristics of small scale (~10 km and smaller) density 
irregularities in the various domains of the high latitude F­
region in the winter (i .e., dark) hemisphere are examined with 
the help of multiple sensor data on Dynamics Explorer-2. For the 
first time it has been possible to study simultaneously on a 
systematic basis the spectral characteristics of not only the 
density irregularities but of the velocity irregularities, as 
well. It is generally found that the largest amplitude (~30 
percent) irregularities are associated with the low-energy 
precipitation, field al igned current and drift structure in the 
days ide cusp. The spectra of both density and velocity 
fluctuations have similar slopes in such regions. Discrete 
irregularity structures in the polar cap, convected out of the 
dayside cusp, have somewhat lower irregularity ampl itudes 
(10-20 percent) and different spectral characteristics for their 
density and velocity spectra. In general, the velocity spectra 
in the convected structures seems to have 1 ittle power at scale 
lengths < 1 km. The nightside auroral oval again seems to be 
characterized by similar density and velocity spectra. The 
varying characteristics of the density and velocity spectra in 
the polar cap and auroral regions are related to the forms of 
scintillation spectra observed on satell ite to ground 
communication links in such regions. 
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Polar Cap E-Region Doppler Ranar Observations Near the Cleft 

M.J. McKibben, G.J. Sofko and J.A. Koehler 

Institute of Space and Atmospheric Stunies 

University of Saskatchewan 

Saskatoon, Sask. S7N OWO 

In July 1982, a 50 MHz bistatic radar campaign in the Canadian 

Arctic measured E-region nrifts near the polar cap - auroral zone 

interface. The ionosphere above Sachs Harbour (-77.1o~, 77.'oW 

geomagnetic, based upon the MGST ~!R~ model) was illuminated by two 

transmitters, one at Inuvik and one at Cambridge Bay. The obliquely 

scattered signals were received at Port Pranklin. As n consequence 

of this geometry, Doppler shifts were measured along roughly the 

magnetic north-south ann east-west nirections (the hisectors were 

20.So E of S for the Inuvik - Fort Franklin path, and l~.~o S of E 

for the Cambridge Bay - Fort Franklin path). During a ~ hour period 

of strong scatter near magnetic noon, on the disturbed nay (EKp = 

37_) of July l~, the Doppler spectra and magnetometer data showed 

strong evidence that flows coming from the throat region passen over 

Sachs Harbour. The Doppler signature associaten with this flow is 

discussed in detail, using a movie to show the temporal development 

of the spectra. 
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'Type 3' Doppler Spectra From Two S~ MHz CW Auroral Bistatic Ra~~rs 

P. Prikryl, G. Safko and J. Koehler 

Institute of Space and Atmospheric Studies 

University of Saskatchewan 

Saskatoon,Sask. S7N OWO 

In the summer of 1983 two 50 MHz CW bistatic radars with 

bisectors roughly in the magnetic north-south and east-west 

directions were operated so as to observe a common region of aurora 

above Soutbend, Saskatchewan (~~.30N, 103.50W geographic; ~4.00N, 

36.0
0

W geomagnetic). Narrow spectral peaks at about ±5A Hz were a 

characteristic feature of the strong echoes from the westward 

electrojet. 

The Doppler radars were supported by a set of ground-bas~d 

experiments at Southend - namely a meridian-scanning pbotometer, an 

all-sky camera, a magnetometer and an ionosonde. In this paper, we 

compare the data from these instruments at the time of 'Type 3' radar 

echoes, in order to determine the auroral conditions during which 

these echoes occur, and hence to understand the exact nature of the 

scattering process. In particular, consideration is given to the 

suggestion by Fejer et al. r19A41 that these echoes are due to 

electostatic ion cyclotron (EIe) waves. 
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SPACED ANTENNA HF DOPPLER OBSERVATIONS OF F-REGION 
DRIFTS IN THE POLAR CAP AND THE AURORA ZONE 

Bodo W. Reinisch, C. G. Dozois, K. Bibl, ULCAR, 
Lowell, MA 01854, J. Buchau and E. J. Heber, 
AFGL, Hanscom AFB, MA 01731 

Spaced antenna Doppler drift observations of the winter 
time F-region were conducted at Goose Bay, Labrador 
(65 0 CGL) and Thule (86 0 CGL). The Digisonde calcu­
lates the discrete Fourier transforms of the ionospher­
ic HF echo signals received on each of the four receiv­
ing antennas. Cross-correlation of the spectra leads 
to skymaps displaying the reflection points for the ex­
isting Doppler components. A least-squares procedure 
determines the three-dimensional velocity vector for 
the plasma bulk motion. 

Analysis of data from Goose Bay and Thule shovJS that 
the two-cell polar cap plasma convection can be moni­
tored with the SADD technique. A number of 24-hour 
measurements show a fast change in the drift direction 
from west to east at local magnetic midnight for the 
subauroral station, and an almost linearly rotating 
drift direction for the polar cap station. The magni­
tude of the drift velocities is 300 to 900 mls in the 
polar cap, and 50-300 mls in the subauroral F-region. 
Optical observations with an all sky imagining photom­
eter on 6300A confirm the HF measurements. 
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VHF Doppler Radar "Breakup" Signature of P.uroral Substorms 

G. Sofko, J. Koehler and P. Prikryl 

Institute of Space and P.tmospheric Studies 

University of Saskatchewan 

Saskatoon, Sask. S7N OWO 

In the summer of 1983, a common volume of aurora over Southend, 

Sask. (50.,oN, 103.SoW geographic; 'i4.00 N, 3'i.0 0
\,[ geomagnetic) was 

illuminated by remote 50 MHz radars, so that Doppler velocity 

components in approximately the magnetic east-west and north-south 

directions could be measured. In addition, scanning photometer anc 

magnetometer data were taken at Southend. P. very striking Doppler 

signature of the breakup phase was observed. This signature consisted 

of rapid, marked broadening of the north-south Doppler spectra. P.t 

the same time, the east-west spectra are characterized by narrow 

spectral peaks near zero shift and/or the expected range for 

ion-acoustic and ion cyclotron scatter. Virtually no evidence of the 

north-south broadening appears on the east-west spectra. These 

spectral characteristics will be discussed in relation to several 

models of the auroral plasma dynamics at breakup. 
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NEARLY SIMULTANEOUS MEASUREMENTS OF RADIO-AURORAL 
HEIGHTS AND DOPPLER VELOCITIES AT 398 MHZ 

D. R. Moorcroft and J. M. Ruohoniemi 
Department of Physics and Centre for Radio Science 

University of Western Ontario, London, Ontario N6B 2A3 

G-4-8 

Data were obtained in 1976 and 1978 using the 398 MHz phased-array 
radar operated by SRI International at Homer, Alaska (no longer in 
operation). During some periods, different modes of operation 
were interleaved on a time scale of one or two minutes, so that 
nearly simultaneous measurements of radio-auroral heights and 
doppler velocities have been obtained. Although the analysis is 
complicated by effects on echo heights due to aspect angle and 
variations in the E-region electron density, at times the heights 
appear to depend in a systematic way on the doppler velocity. 
These results will be presented and compared with theoretical 
predictions. 
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AURORAL PLASMA MEASUREMENTS WITH THE BARS DOPPLER RADAR SYSTEM 

A.G. McNamara 
Herzberg Institute of Astrophysics 
National Research Council of Canada 
Ottawa, Canada, KIA OR6 

A new radar system called BARS, consisting of two pulsed 48 MHz 
Doppler radars located at Nipawin, Sask. and Red Lake, Ont., is 
due to come on-line in April 1985. Digitally-formed multiple 
beams overlap in 200,000 km 2 area of the auroral ionosphere, 
spanning geomagnetic latitudes from 67 to 730 • The radar signals 
are processed on-site and the data transmitted in real time to a 
central data network node in Ottawa for immediate merging to 
produce vector velocities over the common area. This paper 
reviews the characteristics of the BARS system and presents pre­
liminary data obtained from' aurora. 
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ON WEAK STRIATED ECHOES IN THE MORNING SECTOR OF VHF 
RADAR AURORA 

1 2 * 1 2 C. Haldoupis ' , , E. Nielsen , and G. Sofko 

1: Hax-Planck Institut fur Aeronomie, Katlenburg­
Lindau, F.R.G. 

2: University of Saskatchewan, Physics Department, 
Saskatoon, Saskatchewan, Canada. 

In a recent paper, E. Nielsen G. Sofko and W. I. 
Axford (Nature, Vol. 299,p.238,1982) reported a new 
type of radio auroral echoes which appear as a series 
of striations on the STARE RTI records and last for 
about one to two hours. The average characteristics 
of signal intensity and mean Doppler velocity for 
these echoes differ significantly as compared to the 
commonly observed backscatter associated with typical 
auroral electrojet activity. 

In this paper we present further evidence on the 
striated echoes based on crossed-beam Doppler specbrum 
measurements made with the STARE system. Our findings 
are summarized as follows: 1) The Doppler spectra are 
mainly centered at sub-ion acoustic velocities and 
are very narrow in contrast with the broad spectra of 
typical auroral backscatter. 2) The mean radial 
Doppler drift follows a cosine law dependence. 3) The 
signal strenght and spectrum width are strictly iso­
tropic in the observing plane perpendicular to the 
earth's magnetic field. 4) The spectrum width tends 
to increase with drift velocity magnitude. 5) The 
observed motions are confined about the bisector of 
the north-east quadrant. 

Our observations seem to exclude that these echoes 
are due to primary plasma waves generated by the two 
stream instability. Also the observation of very nar­
row spectra near zero Doppler shifts contradicts the 
notion of secondary plasma wave turbulence generated 
by the gradient drift instability. Finally, we 
discuss the possibility that these irregularities are 
associated with neutral gas turbulence driven by a 
wind shear mechanism similar to that proposed for 
sporadic E-layers. 

*Permanent affiliation: Physics Department, University 
of Crete, Iraklion, Crete, 
Greece. 
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Wave Propagation -
Simulation and Experiments 

A.M. 

URSI COMMISSION G . SESSION G5 

8:30 - 12:00 
LAW 201 

Chairperson/President: K.C. Yeh. University of Illinois. Urbana. IL. USA 
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Propagation des ondes -
simulation et experiences 

1 MINIMUM DISTANCE TO THE FAR FIELD FOR A FINITE SOURCE IN A MAGNETIZED PLASMA. 
C.E. Rasmussen. P.M. Banks. K. Harker. Utah State University. Center for Atmospheric and Space 
Sciences. Logan. UT. USA 

2 THE OBSERVATION OF THE IONOSPHERIC EQUATORIAL ANOMALY BY MEANS OF SATElLITE 
DIFFERENTIAL DOPPLER MEASUREMENTS. Y.-J. Tzeng. Ministry of Communication. Telecom­
munication Laboratories. Taiwan. China 

3 STUDIES OF TROPICAL IONOSPHERIC F-REGION PLASMA MOTIONS USING SPACED VHF PO­
LARIMETERS. M.A. Abdu. Y. Nakamura. J.H.A. Sobral. I.S. Batista. E.R. de Paula. I.J. Kantor. 
INPE. Instituto de Pesquisas Espaciais. Sao Paolo. Brazil 

4 LOCALISATION ET SUIVI DE FRONTS METEOROLOGIQUES AVEC LE RADAR TRANSHORIZON 
DE VALENSOLE. J. Parent. E.E.R.M .. Boulogne Billancourt. France 

5 MOVING RANDOM SURFACES AND CORRELATION ANALYSIS. M.J. Burke. Department of Com­
munications. Communications Research Centre. Ottawa. ON 

6 ELECTRIC FIELDS IN THE HIGH LATITUDE IONOSPHERE. J. MacDougalt; University of Western 
Ontario. London. ON . . 

7 STUDIES OF TID SOURCES IN WESTERN QUEBEC WITH RAPID-RUN IONOSONDES. FAN-BEAM 
RIOMETERS. AND THE MILLSTONE HILL RADAR. M.G. Morgan. Dartmouth College. Thayer 
School of Engineering. Hanover. NH. USA 

8 THE CONJUGATE SOURCE LOCATIONS OF LARGE-SCALE TID·S. l.A. Hajkowicz. University of 
Queensland. Physics Dept .. SI. Lucia. Australia; R.D. Hunsucker. University of Alaska. Geophysical 
Institute. Fairbanks. AK. USA 

9 OBSERVATIONS OF TlDS WITH THE NOAA HF RADAR. P.E. Argo. Los Alamos National Labora­
tory. Los Alamos. NM. USA 
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MINIMUM DISTANCE TO THE FAR FIELD FOR A FINITE SOURCE 
IN A MAGNETIZED PLASMA 

C. E. Rasmussen, P. M. Banks and K. Harker, Center for Atmospheric 
and Spac'e Sciences, Utah State University, Logan, Utah 84322, USA 

Although the distance to the far-field zone from a source is 
well known if the source is operating in free space, the far-field 
distance is not as completely understood if the same source is 
operating in an anisotropic medium such as a magnetized plasma. 
In spite of the fact that substancial changes occur to the wave 
field if the source is placed in an anisotropic medium, many 
authors use the free space results as an approximation to 
far-field distance in a magnetized plasma. In this paper we der­
ive the conditions that allow one to obtain the distance to the 
far field in an anisotropic medium and apply them to magnetodydro­
dynamic radiation in the near-earth environment. It is found, for 
sources whose size is greater than a few meters, that the free 
space results grossly underestimate the distance to the far-field 
zone. 
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THE OBSERVATION OF THE IONOSPHERIC EQUATORIAL ANOMALY 
BY MEANS OF SATELLITE DIFFERENTIAL DOPPLER MEASUREMENTS 

Yih-Jer Tzeng 
Telecommunication Laboriatories, M. O. C. 

Chung-Li P.O. Box 71, Taiwan, ROC 

The signals of the NNSS satellites (Navy Navigational 
Satellite System) have been used to derive Differential 
Doppler from the coherent beacons with frequencies 150 MHz 
and 400 MHz at Lunping ObservatolTy(25. 00 N; 121. 17 E) since 
March 1984. The observatory obser.ves simultaneously NNSS 
Differential Doppler and the Fraday effect on three beacon 
signals from three geostationary satellites, SIRIO, ETS-2, 
and AtS-l, respectively. By means of Fraday data from one or 
two geostationary satellite, the latitudnal variations of 
ionospheric total electron content (TEC) were determined. 

The flowing figure shows a monthly mean latitudnal 
variation of ionospheric total electron content. In this 
report, the time and latitude depence of ionospheric electron 
content were investigated, the results show that the 
ionospheric equatorial anomaly started devolping between 0900 
hr and 1000 hr, and devolped competely between 1300 and 1600 
hr local time. Changes in the position of the north crests of 
the ionospheric equatorial anomaly also were studied. On 1347 
LT March 30, 1984, the position of the north equatorial 
anomaly crest moved to 27.2 N. All the Differential Doppler 
data have been used to study the devolpment of ionospheric 
equatorial anomaly. 
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STUDIES OF TROPICAL IONOSPHERIC F-REGION PLASMA 

MOTIONS USING SPACED VHF POLARlMETERS 

M.A. Abdu, Y. Nakamura, J.H.A. Sobral, I.S. Batista 
E.R. de Paula and I.J. Kantor 

Instituto de Pesquisas Espaciais, INPE 
12200 - Sao Jose dos Campos, SP,Brazil 

Tropical F-region nighttime plasma zonal flow is 
investigated using polarimeter measurements of geostationary 
satellite beacon carried out in low geomagnetic latitude 
locations in Brazil. Trans-equatorial plasma bubbles, (or 
ionization depleted regions), are used as tracers of the ambient 
plasma motion, sinye the flux tube aligned, vertically extended 
and east-west driftine developed structures of such bubbles 
could modulate the total electron content of the ionosphere 
(TEC) in the satellite-earth propagation path to a degree that 
the resulting changes in the Faraday rotation angle of the 
satellite VHF beacon could be within the detection sensitivity 
of polarimeters operating at low geomagnetic latitude (-28odip, 
in the present case). The correlation times of the bubble 
induced TEC fluctuations at two locations, separated by 110km in 
magnetically east-west direction, are thus used to obtain the 
zonal velocities as a function of local time. The results of the 
measurements carried out during the last four years are compared 
with the plasma bubble irregularity, and bulk plasma, zonal 
motions obtained by other workers for other equatorial and low 
latitude locations using radio as well as optical techniques, 
which seems to suggest the existence of a latitudinal variation 
in the zonal plasma flow. Our results from radio measurements 
are compared with results of the plasma bubble zonal motion 
obtained from an east-west scan 6300 ~ airglow photometer 
operated simultaneously at one of the polarimeter locations. 
The radio technique is found to yield velocities consistently 
higher than those obtained from optical technique which might 
suggest the existence of a velocity shear between the two height 
regions sensitive to the two techniques. The vertical velocity 
shear and the latitudinal velocity gradient are discussed in the 
light of the wellknown models of tropical ionospheric electro­
dynamic processes. Further, marked decrease in the plasma zonal 
flow is observed with the decreasing solar activity that 
characterized our present series of measurements. 

464 



LOCALISATION ET SUIVI DE FRONTS METEOROLOGIQUES 
AVEC LE RADAR TRANSHORIZON DE VALENSOLE 

par 

J.Parent 
E.E.R.M. 

77 rue de Sevres 
92106 Boulogne Billancourt 

(j-5-4 

L'installation de retrodiffusion ionospherique HF de Valensole est 
decrite ainsi que Ie principe de 1a determination de 1a direction du vent a 
partir du rapport entre les amplitudes des raies du 1er ordre dans le 
spectre de l'onde retrodiffusee. 

Les resultats d'une campagne de mesure, dont le but etait une prem1ere 
evaluation des possibilites de cartographie automatique en temps reel de la 
direction du vent, sont decrits. Lors de cette campagne, l'intervention de 
l'operateur se limitait au choix des frequences de travail a partir des 
ionogrammes verticaux obtenus a la station. 

Des phenomenes meteorologiques bien marques (fronts froids), qui ont 
eu lieu pendant cette periode, ont pu etre localises et on decrit leur 
evolution. Ces donnees sont comparees a des cartes fournies par le modele 
de prevision du vent a maille fine du centre Europeen de Reading. 

Le probleme de la correction de l'ecart entre la distance de'groupe et 
la distance reelle au sol est aborde. Une methode simple est decrite dont 
l'efficacite est testee grace aux references sol nombreuses en Mer du 
Nord. 

465 

iii 



G-5-5 

MOVING RANDOM SURFACES AND CORRELATION ANALYSIS 
by 

M.J. BURKE 

Communications Research Center 
Box 114g0, Station H 

Ottawa, Ontario, K2H-SS2 

SUMMARY 

Three models of moving randon surfaces with known velocity and known correlation 
function are described. The random surfaces are formed from an infinite set of plane waves 
with decorrelation arising from random temporal and spatial changes. It is shown that, if 
there are random spatial changes in the direction of motion, then speeds derived by the 
full correlation method of Briggs et.al.(Proc. Phys. Soc., B63: 106-121, 1950) will be less 
than the true speed of the surface. Random spatial changes at right angles to the direction 
of motion are necessary if the axial ratio of the correlation ellipse is to be finite. From 
modeling of a multi-antenna array, it is shown that the correlation ellipse is the average 
of the various shapes within the surface as argued by Burke(Radio Science, 10: 1035-1036, 
1975). If temporal-series based on the various models are subjected to a high-pass filter 
before correlation analysis, the correlation speeds increase in value. 

Temporal correlation functions from Qne of the models, Model 2, fail the requirements for 
full correlation analysis because the half-width of the cross-correlation function is greater 
than the half-width of the auto-correlation function. However, from a survey of experi­
mental ionospheric drift measurements, it is argued that radio interference patterns appear 
to have the form of this model. For Model 2, correlation speeds increase with increasing 
antenna spacing and the correlation ellipse tends to line up with that antenna pair with 
the greatest spacing(Golley and Rossiter, J. Atmos. Terr. Phys., 32: 1215-1233, 1970), 
the straight line of the straight-line method of Briggs et.al., will not be straight(Sales and 
Bowhill, J. Atmos. Terr. Phys., 24:451-465, 1962) and, as stated above, the speeds will be 
low(Wright and Fedor, Space Research VII, North-Holland Pub. Co. Amsterdam, 67-72, 
1967; Sprenger and Schminder, J. Atmos. Terr. Phys., 31:10S5-10gS, 1969). 

It is shown that the similar-fades method(Variant 2 of Sprenger and Schminder) gives a 
better estimate of the surface speed than does the correlation method. 
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ELECTRIC FIELDS IN THE HIGH LATITUDE IONOSPHERE 

John Mac Dougall 
University of Western Ontario 

London,Ont.,CANADA N6A 3K7 

Ci-5-6 

The high latitude ionosphere is set into conve­
ctive motion by electric fields conducted down 
from the magnetospheric dynamo. This paper will 
discuss these electric fields from the standpoints 
of; 

(a) The 'picture' of the convection based on winter 
and summer measurements using the 'long-line-system' 
in the polar cap region. 

(blThe magnetospheric model which could be respons­
ible for the observed electric fields. 
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STUDIES OF TID SOURCES IN WESTERN QUEBEC WITH RAPID-RUN 
IONOSONDES, FAN-BEAM RICMETERS, AND THE MIlLSTONE HIlL RADAR 

M. G. Morgan, Radiophysics Laboratory, Thayer School of Engineering, 
DartJ.routh College, Hanover, N.H. 03755, U.S.A. 

This paper is a sequel to the paper "Locating TID sources with 
a north-south chain of rapid-nm ionosondes in western Quebec" 
(Morgan, Radio Science, 18, 1066, 1983). Referring to Figure 3 of 
that paper, the network nas been reconfigured with a close-spaced 
triangle of ionosondes, 50 kIn on a side, at Chibougamau (CR, L~ 4.5) 
and retaining the ionosonde at La Grande (lA, L~6). The ionosonde 
at Rapide Blanc (RA, ~4) has been replaced with a riometer with a 
fan beam, narrow in the north-south direction and wide in the 
east-west direction; and a s:imilar riometer is being placed at 
Gouin, between Rapide Blanc and Chibougamau. Observation of the 
lower ionosphere over the riometer sites, with the Millstone Hill 
radar, is planned. With these new observations, it should be 
possible to explore Imlch lIDre convincingly the findings in the 
previous paper that the sources of post-dawn lIDrning TID's, seen by 
the ionosonde network in northern New England, lie near L = 4 and 
produce northward traveling TID's as well as southward traveling 
TID's. At the required abstract submission date (1985 Jan 4), 
observations have just begun and results are not yet available. 
Substantial results are expected to be available for presentation at 
the meeting in June. 
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THE CONJUGATE SOURCE LOCATIONS OF LARGE-SCALE TID'S 

L. A. Hajkowicz* and R. D. Hunsucker 
Geophysical Institute 

University of Alaska/Fairbanks, Alaska 99701 

ABSTRACT 

G-5-8 

Thirty-two sudden auroral absorption increases (SAl events) were 
analyzed for southern and northern (Macquarie Island - Alaska) 
magneto-conjugate areas during 1971 - 1981, using data from seven 
standard riometer stations displaced in latitude. The hard particle 
precipitation belts at the onset of SAl events, as inferred from 
riometer, magnetometer, all-sky camera and the satellite auroral 
imagery data, were largely limited in latitude to a shell positioned 
between L-va1ues 5 - 6 but extending over 70 degrees in longitude 
west of Alaska. The occurrence of SAl events in the conjugate areas, 
centered close to local midnight at College, Alaska, preceded the 
presence of sequenti a 1 enhancements in i onospheri c parameters char­
acteristic of the F-region: virtual height (h'F) and range spread-F 
(Sr). The enhancements were consistently observed by two chains of 
10 vertical-incidence standard ionosondes, operating at 15-minute 
intervals and displaced mainly in latitude in ,the Australian and 
Japanese meridional sectors. 

The sequential ionospheric disturbances were consistent with the 
presence of two separate trains of large-scale TID's (LS TID's) in both 
hemi spheres, genera ted at the onset of SAl events in the con juga te 
areas, and propagating equatorwards with a typical velocity of 600-800 
m/sec. The long range of propagation of LS TID's, from auroral to 
equatorial latitudes, appears to indicate that line rather than 
point sources are involved in the generation of these disturbances 
in both auroral zones. The 1 i ne source characteri sti cis also con­
sistent with the riometer (and other high-latitude instruments) 
observations of the particle precipitation belts. 

*Permanent Address: 
Physics Department 
University of Queensland 
St. Lucia, Queensland 
Austra 1 i a 
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OBSERVATIONS OF TIDS WITH THE NOAA HF RADAR 

Paul E. Argo, Los Alamos National Laboratory, Los Alamos, NM 

During several days of ionospheric measurements with the HF 
Radar (October, 1984), instances of acoustic gravity wave 
passages were recorded. In a few cases the ionograms evidenced 
both the medium scale trough and "blob" characteristics 
described by Lobb and Titheridge (J. Atmos. and Terr. 
Phys.,39,129, 1977). In these cases the causitive wave is seen 
to have a single enhancement and depletion. Using the 
echo-location capabilities of the HF Radar the waves are 
tracked as they move across the sky. Scale sizes, velocities, 
and direction of travel can be deduced from the single station 
measurements. Where possible these will be compared to 
measurements using three separated locations (of which the 
radar at Los Alamos was one). Large scale TIDS, which are 
primarily observed by slow changes in the virtual heights of 
reflection will also be examined and discussed. 
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THURSDAY, June 20 

Incoherent Scatter 

P.M. 

URSI COMMISSION G . SESSION G6 

1:30 - 5:00 
LAW 201 

Le J EUDI 20 juin 

Diffusion-non coherente 

ChairpersonjP",sident: A. Richmond, National Center for Atmospheric Research. Boulder. CO. USA 

1 PLASMA ENHANCEMENTS AND EAST-WEST ELECTRIC FIELDS IN THE HIGH-LATITUDE F­
REGION IONOSPHERE. R.T. Tsunoda, T.M. Dabbs, J.D. Kelly. SRI International. Radio Physics 
Laboratory. Menlo Park. CA. USA 

2 COMPARISON OF SIMULTANEOUS CHATANIKA AND MILLSTONE HILL OBSERVATIONS WITH 
IONOSPHERIC MODEL PREDICTIONS. C.E. Rasmussen, R.W. Schunk. J.J. Sojka, V.B. Wick­
war, O. de la Beaujardiere, J. Foster. J. Holt, D. Evans, Utah State University. Center for Atmo-
spheric and Space Sciences. Logan, UT. USA . 

3 INCOHERENT SCATTER OBSERVATIONS OF THE LATITUDINAL STRUCTURE OF NEUTRAL 
ATOMIC OXYGEN DENSITIES. W.L Oliver, Massachusetts Institute of Technology. Haystack Ob­
servatory. Westford. MA. USA 

4 F REGION ION DRIFT AND VELOCITY OF SMALL SCALE IRREGULARITIES USING HF 
BACKSCATTER: A EISCAT-EDIA PRELIMINARY COMPARISON. A. Bourdillon, Universite P.M. 
Curie. LPE, Paris. France; D. Fontaine, CRPEjCNET. Saint Maur des Fosses. France 

5 IONIZATION AND OPTICAL EMISSIONS DETECTED BY THE CHATANIKA RADAR AND THE 
DE-1 SPIN-SCAN AURORAL IMAGER. R.M. Robinson, R.R. Vondrak, Lockheed Palo Alto Research 
Laboratory. Space Sciences Laboratory, Palo Alto. CA. USA; J. D. Craven. LA. Frank, University of 
Iowa. Dept. of Physics and Astronomy. Iowa City. IA. USA; K.L Miller, Utah State University. Center 
for Atmospheric and Space Sciences. Logan. UT. USA 

6 THEORETICAL STUDY OF ANOMALOUSLY HIGH F-REGION PEAK ALTITUDES IN THE POLAR 
IONOSPHERE. J.J. Sojka, R.W. Schunk, Utah State University. Center for Atmospheric and Space 
Sciences. Logan. UT. USA 

7 IMPROVED F-REGION ACF MEASUREMENTS AT ARECIBO. M.P. Sulzer, National Astronomy and 
Ionosphere Center. Arecibo. PRo USA 

8 THE CODED LONG PULSE TECHNIQUE. M.P. Sulzer, National Astronomy and Ionosphere Center. 
Arecibo. PRo USA 

9 A STUDY OF THE EFFECT OF COLLISIONS ON THE INCOHERENT SCATTER SPECTRUM. T. 
Fla, EISCAT Scientific Association. Ramfjordbotn. Norway 
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G-6-1 

PLASMA ENHANCEMENTS AND EAST-WEST ELECTRIC FIELDS 
IN THE HIGH-LATITUDE F-REGION IONOSPHERE 

Roland T. Tsunoda, Teri M. Dabbs, and John D. Kelly 
Radio Physics Laboratory 

SRI International 
Menlo Park, California 94025 

We investigate the relationship of F-region plasma enhance­
ments to east-west electric fields in the high-latitude ionosphere. 
We have complied a data base using Sondrestrom incoherent-scatter 
radar measurements made during elevation scans in the magnetic 
meridian. The data base includes all elevation scan data obtained 
with the radar during the period June 1983 through December 1984. 
We use the data base to investigate (1) the existence and occur­
rence frequency of a convection "throat" region, (2) the transport 
of plasma "patches" of solar-produced F-region plasma from the 
dayside ionosphere into the dark polar cap, and (3) the develop­
ment of F-region polarization electric fields in response to the 
presence of localized plasma enhancements (or "blobs"). 
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COMPARISON OF SIMULTANEOUS CHATANIKA AND MILLSTONE HILL 
OBSERVATIONS WITH IONOSPHERIC MODEL PREDICTIONS 

G-6-2 

C. E. Rasmussen, R. lol. Schunk, J. J. Sojka, V. B. Wickwar, O. de 
la Beaujardiere, J. Foster, J. Holt and D. Evans, Center for 
Atmospheric and Space Sciences, Utah State University, Logan, Utah 
84322, USA 

As part of the MITHRAS program, the Chatanika and Millstone 
Hill incoherent-scatter radars made coordinated observations of 
the polar ionosphere on June 27 and 28, 1981. We compare these 
data with predictions made by a high-latitude ionospheric model. 
Qualitatively, the same features are evident in both the model and 
the radar data: fairly constant densities on the dayside with a 
mid-latitude trough forming poleward of 65 degrees around 1900 MLT 
(magnetic local time). This trough is seen to extend equatorward 
with increasing MLT, such that the minimum densities occuring in 
the trough appear just after midnight around 60 degrees dipole 
latitude. These features are primarily understood in terms of the 
different regions of convection, further influenced by photoioni­
zation and vertical transport. The only areas of major disagree­
ment between the measurements and model are noted in the auroral 
oval and at a portion of the times during which substorms 
occurred. Quantitatively, equally good agreement is obtained. 
The densities predicted by the model are usually within 25% of 
those measured by the radars, although appreciable differences 
occur in some regions-of the ionosphere at certain times. 
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G-6-3 

INCOHERENT SCATTER OBSERVATIONS OF THE LATITUDINAL 
STRUCTURE OF NEUTRAL ATOMIC OXYGEN DENSITIES 

W. L. Oliver, MIT Haystack Observatory 
Westford, Massachusetts 01886 U.S.A. 

The steerable 150-foot antenna at the Millstone Hill 
incoherent scatter radar facility has been employed in 
elevation scans along the meridian to monitor the 
latitudinal structure of the ionospherejupper­
atmosphere system. By lowering the elevation angle to 
4 degrees to the north and south the latitude span 
25-60 degrees north (at an altitude of 500 km) can be 
observed (Oliver, Geophys. Res. Lett., 11, 915-918, 
1984). Antenna cycle time for these measurements is 
about 30 minutes, and continuous observing periods for 
up to 7 days have been achieved. 

The atomic oxygen density and neutral temperature 
results for three multi-day elevation-scan experiments 
are presented, a summer solstice (June 1984), a fall 
equinox (September 1984), and a winter solstice 
(January 1985) period. Analysis of the summer period 
shows a mostly uniform latitudinal profile of atomic 
oxygen density during the magnetically quieter periods. 
After a period of a sustained moderate level of 
magnetic activity, increases in both temperature and 
oxygen density were observed with particularly large 
density increases (by a factor of about 3) occurring at 
the lower latitudes. The equinox period covered one 
week and experienced varying levels of magnetic 
activity with the A index ranging from 2 to 76. Atomic 
oxygen densities at midlatitudes did not react strongly 
to low and moderate levels of magnetic activity during 
this period (up to A=28) but decreased by a factor of 
nearly 3 on the day with A=76. These density 
variations are discussed in terms of high-latitude 
dynamics and the global circulation response. The 
latitudinal-seasonal and diurnal structures of the 
density data are also discussed. 

This technique represents a means of monitoring 
simultaneously the spatial and temporal structure of 
upper atmosphere densities and temperatures. 
Latitudinal coverage from the polar cap to the equator 
and studies of the global response to high-latitude 
energy inputs are possible through use of the entire 
incoherent scatter Radar Chain. This technique could 
prove very useful for monitoring the upper atmosphere 
during the current period of scant satellite coverage. 
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F REGION ION DRIFT AND VELOCITY OF SMALL SCALE 
IRREGULARITIES USING HF BACKSCATTER: 
A EISCAT-EDIA PRELIMINARY COMPARISON 

A. Bourdillonland D. Fontaine 2 
1 LPE, Universite P.M. Curie, 4 place Jussieu, 

75230 Paris Cedex, France 
2 CRPE/CNET, 4 avenue de Neptune, 94107 

Saint Maur des Fosses Cedex, France 

(j-6-4 

Abstract: On February 6-7, 1984 the EISCAT incoherent scat­
ter facility was operated in a meridian scan mode extended 
toward sub-auroral latitudes. Simultaneously the EDIA expe­
riment, which is conducted with two HF coherent radars 
looking at a common scattering volume located approximately 
15° West of the EISCAT field of view, was measuring the 
velocity of sub-auroral F region irregularities. Using the 
two components of the phase velocity of the irregularities 
we computed the northward and the westward velocities in a 
plane perpendicular to the geomagnetic field. In this paper 
we compare ion drift velocity with the phase velocity of 
the irregularities and we discuss uncertainties and discre­
pancies in the data and especially the large velocities 
measured by EDIA in the early of the night. 
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G-6-5 

IONIZATION AND OPTICAL EMISSIONS DETECTED BY 
THE CHATANIKA RADAR AND THE DE-l SPIN-SCAN AURORAL IMAGER 

R. M. Robinson and R. R. Vondrak (Space Sciences Laboratory, 
Lockheed Palo Alto Research Laboratory, Palo Alto, CA 94304) 

J. D. Craven and L. A. Frank (Department of Physics and Astronomy, 
University of Iowa, Iowa City, Iowa 52242) 

K. L. Miller (Center for Atmospheric and Space Sciences, Utah 
State University, Logan, Utah 84322) 

Electron density measurements made by the Chatanika incoherent 
scatter radar and simultaneous imagery obtained with the Dynamics 
Explorer-l (DE-I) spin-scan auroral imager have been compared to 
relate optical emissions to ionization in the auroral zones. The 
Chatanika radar data were obtained in an elevation scan mode so 
that electron density was measured as a function of altitude and 
latitude in the magnetic merid·ian plane. The DE-l images used in 
the initial phase of this study were obtained using two filters. 
One accepted visible emissions at 557.7 nm; the other accepted 
ultraviolet (UV) emissions at wavelengths between 123.0 and 155.0 
nm. Each image was constructed from 12-minutes of measurements 
during times when the satellite was near apogee over the northern 
hemisphere. Times were chosen when Alaska was near the center of 
the DE-l image so that the instrument was nearly nadir-viewing 
when detecting emissions from the ionosphere above the radar. 
Data obtained in the early evening sector in October and November 
1981 are presented, and these include examples of diffuse and 
discrete aurora. There is good agreement between the location of 
aurorally-produced E region ionization and the UV and visible 
emissions detected by the DE-l imag5r. 3n the diffuse aurora 
where E region peak densities of 10 cm- are observed, both the 
UV and 557.7 nm emissions were approximately 5 kRj In bright arcs 
with typical E region peak densities of 5xl05 cm- , the 557.7 nm 
intensity was about 20 kR, while the UV intensities were somewhat 
less. These data are used to quantify the relation between the 
optical emissions and aurorally-produced E-region ionization and 
to evaluate the effects of ground-albedo, absorption, and 
scattering on space-based sensors for ionospheric remote sensing. 
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THEORETICAL STUDY OF ANOMALOUSLY HIGH F-REGION 
PEAK ALTITUDES IN THE POLAR IONOSPHERE 

G-6-6 

J. J. Sojka and R. W. Schunk, Center for Atmospheric and Space 
Sciences, Utah State University, Logan, Utah 84322, USA 

During the last solar maximum period several observations of 
anomalously high F-region peak altitudes have been made by the 
high latitude incoherent scatter radars. The observations indi­
cate that there are several distinctive features associated with 
these high h F2 ionospheric profiles; (a) they are observed near 
midnight Wirh

S 
the glas~~ flowing out of the polar cap, (b) N F2 

ranges from 10 to 10 cm , (c) h F2 ranges from 400 to 500 ~, 
(d) below 300 km the profile is d~void of ionization, and (e) the 
observations are for solar maximum conditions. In an effort to 
explain these radar observations, a time-dependent high latitude 
ionospheric model was used to study transport effects for a wide 
range of solar cycle, seasonal, magnetic activity, and neutral 
wind conditions. The model results indicate that high h F2 values 
in the midnight sector of the polar region can be generWted with­
out the need for ionization due to auroral precipitation. For 
solar maximum, all of the observed features of the high h F2 den­
sity profiles are reproduced by the model if the neutrWI wind 
across the polar cap is greater than 400 m/s. Such wind speeds 
have been frequently measured during the last solar maximum per­
iod. 

The study also shows general results for the influence of 
transport in the polar cap for different seasonal and solar cycle 
conditions. NmF2 and hmF2 are lower for solar minimum than solar 
maximum. However, the seasonal dependences are strongly coupled 
with both the strength of the convection and the neutral wind 
speed. 
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(j-6-7 

IMPROVED F-REGION ACF MEASUREMENTS AT ARECIBO 

Michael P. Sulzer 
National Astronomy and Ionoshpere Center 
Box 995. 
Arecibo, PR 00613 
USA 

A description of a new technique for improving F-region 
autocorrelation (ACF) measurements at Arecibo is given. The 
technique can be used whenever the signal to noise ratio (SNR) in 
normal long pulse measurements is substantially greater than 
unity. As is well known. backscatter measurements do not 
significantly improve as the SNR is increased much above unity. 
Normal practice is to trade away SNR for an increased number of 
independent measurements. This new technique achieves this by 
turning the single radar into a number of sub-radars each 
operating simultaneously on a slightly different frequency. This 
is done with no new hardware using binary phase coding techniques. 
Codes have been developed which allow the radar signal spectrum to 
be split into a number of lines with nearly equal power in each 
and other lines with much less power so that the amount of wasted 
power is small. A single receiver is used convering the bandwidth 
of all the sub-radars, and all the ACF's are computed and combined 
using numerical teChniques. At present Arecibo lacks the 
processing power to take full advantage of this technique, but the 
necessary computing equipment should be available in the next 
year. 
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THE CODED LONG PULSE TECHNIQUE 

Michael P. Sulzer 
National Astronomy and Ionoshpere Center 
Box 995. 
Arecibo, PR 00613 
USA 

Ci-6-8 

The coded long pulse technique is described and evaluated. 
This technique is used for measuring incoherent backscatter 
spectra or autocorrelation functions (ACF's) when the required 
range resolution is smaller than the longest lag in the ACF. It 
consists of transmitting a binary phase coded pulse where the code 
is random and is changed frequently during the integration period. 
The technique is intended for use in the same applications as the 
standard multiple pulse technique. but the new technique can be 
used in situations with lower electron density since the average 
transmitted power is higher. Thus it has application to E-region 
measurements and might allow measurements to extend further into 
the evening and begin earlier in the morning. Under high signal 
to noise conditions the integration time is determined by random 
clutter as in the multiple pulse technique. 

Computational techniques for implementing the technique 
are discussed, and some HF induced enhanced plasma line 
measurements are described. 
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G-6-9 

A STUDY OF THE EFFECT OF COLLISIONS ON THE INCOHERENT 
SCATTER SPECTRUM 

T.Fla 
EISCAT Scientific Association, 
N-9027 Ramfjordbotn, Norway. 

A parameter study of the influence of collisions on the incoherent 
scatter spectrum is presented for different values of the electron 
to ion temperature ratio and normalised ion neutral collision 
frequency. The incoherent scatter spectra for the 8GK collision 
frequency operator and the Brownian motion model of Hagfors and 
Brockelman(1971) are compared. The study shows that the incoherent 
scatter spectrum is model dependent when the ion neutral collison 
frequency is comparable to the width of ion line. Some care must 
therefore be taken in the analysis of collision frequencies and 
electron ~emperatures. 
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WEDNESDAY, June 19 

Ionospheric 
Modification 
and Heating - I 

P.M. le MERCREDI 19 juin 

URSI COMMISSION GH . SESSION GH1 

1:30 - 5:00 
LAW 201 

Echauffemenl et modification 
de J'ionosphere au moyen 

des ondes radio-electriques I 

Chairperson/President: R.E. Horita, University of Victoria. Victoria, BC 

EFFECTS OF ENERGETIC ELECTRON PRODUCTION DUE TO RESONANT ABSORPTION DUR­
ING HIGH POWER HF IRRADIATION OF THE IONOSPHERE, M, Shoucri, G.J. Morales, J.E. 
Maggs, University of California at Los Angeles, Dept. of Physics, Los Angeles, CA, USA 

2 OBSERVATIONS OF NONLINEAR PHENOMENA DURING IONOSPHERIC MODIFICATION. J.P. 
Sheerin, D.R. Nicholson, G.l. Payne, University of Iowa, Dept. of Physics and Astronomy. Iowa 
City, IA. USA; l.M. Duncan, Los Alamos National Laboratory, Los Alamos, NM, USA 

3 EXTERNAL CONTROL OF HIGH LATITUDE IONOSPHERIC IRREGULARITIES BY POWERFUL 
RADIO WAVES, P.K. Chalurvedi, Science Applications International Corporation, McLean. VA, USA; 
M.J. Keskinen, Naval Research Laboratory. Geophysical and Plasma Dynamics Branch, Washington, 
DC, USA; S.l. Ossakow, Naval Research Laboratory, Plasma Physics Division, Washington, DC, USA 

4 GENERATION OF E·REGION DENSITY IRREGULARITIES BY THERMAL PLASMA INSTABILITIES. 
M.C. lee, Massachusetts Institute of Technology, Research Laboratory of Electronics, Cambridge, MA, 
USA; S.P. Kuo, Polytechnic Institute of New York, Farmingdale. NY. USA 

5 NONLINEAR SIMULATIONS OF HF-INDUCED SHORT-SCALE IONOSPHERIC IRREGULARITIES. 
A.l. Newman, The Aerospace Corporation, Space Sciences Laboratory, Los Angeles, CA. USA 

6 A THEORETICAL MODEL OF ARTIFICIAL SPREAD F ECHOES. S.P. Kuo, S.C. Kuo, Polytechnic 
Institute of New York, Farmingdale, NY, USA; M.C. lee, Massachusetts Institute of Technology, 
Research Laboratory of Electronics, Cambridge. MA, USA 

7 PHASE SCREEN SIMULATION OF SPACE-BASED SYNTHETIC APERTURE RADAR IN THE PRES­
ENCE OF IONOSPHERIC STRIATIONS, B.M. lamb, G. St.-Cyr, M.K. Grover, R. Manasse, R&D 
Associates, Marina del Rey, CA, USA 

8 IONOSPHERIC ANOMALY SIMULTANEOUS WITH THE 1984 MORGAN HILL, CALIFORNIA, 
EARTHQUAKE. R.l. Showen, V.R. Frank, SRI International, Remote Measurements Laboratory, 
Menlo Park, CA, USA 
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CiII-l-l 
EFFECTS OF ENERGETIC ELECTRON PRODUCTION 

DUE TO RESONANT ABSORPTION DURING HIGH 

POWER HF IRRADIATION OF THE IONOSPHERE 

M. Shoucri, G.J. Morales, and J.E. Maggs 

University of California at Los Angeles 

Los Angeles, California 90024, U.S.A. 

A theoretical analysis is presented of the effects of energetic 

tails in the electron distribution function that result from the 

resonant absorption of electrostatic waves excited near the layer 

Wpe(z) = w, when an external HF signal at frequency w is used to 

irradiate an overdense ionosphere. Special attention is given to 

the slowing down and absorption of the tail electrons as well as the 

possible production of wave fields. Unique signatures of the 

presence of fast electrons are explored in the context of present HF 

heating experiments. 
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OBSERVATIONS OF NONLINEAR PHENOMENA 
DURING IONOSPHERIC MODIFICATION 

J. P. Sheerin, D. R. Nicholson, and G. L. Payne 
Department of Physics and Astronomy 

University of Iowa 
Iowa City, IA 52242 USA 

L. M. Duncan 
M.S. D466 

Los Alamos National Laboratory 
Los Alamos, NM 87545 USA 

GH-1-2 

Ionospheric modification by high-power radio waves reveals 
a complex tapestry of nonlinear effects (e.g., filamentation, 
self-focusing, heated electrons, profile modification, parametric 
instabilities, soliton collapse and more). Several theories have 
been proposed to explain various features observed in the experi­
mental data. We have made very high resolution (temporal and 
spatial) radar measurements of the HF interaction region. This 
technique complements spectral studies previously made and 
together they may provide a means of testing at least some of the 
features of the various theoretical models proposed. Results 
from a recent series of tests performed at Arecibo Observatory 
will be presented and compared with past experiments and existing 
theories. Theoretical developments aimed at refining experi­
mental tests of theory will also be detailed. 
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GH-1-3 

EXTERNAL CONTROL OF HIGH LATITUDE 
IONOSPHERIC IRREGULARITIES BY POWERFUL 

RADIO WAVES· 

P. K. Chaturvedi, Science Applications International 
Corporation, Mcte~n, VA 22102 
M.J. Keskinen a and S.L. Ossakow(b), Naval Research 
Laboratory, Washington, D.C. 20375 

We investigate the possibility of externally generating or 
suppressing naturally occurring ionospheric irregularities in 
the high latitude ionosphere using powerful ground-launched 
electromagnetic waves. Earlier studies are generalized to 
include the effects of finite pump wavelength. Threshold power 
requirements for the pump wave are computed and compared with 
that attainable using existing heaters. 

484 



GENERATION OF E-REGION DENSITY IRREGULARITIES 
BY THERMAL PLASMA INSTABILITIES 

M.C. Lee 
Research Laboratory of Electronics 

Massachusetts Institute of Technology 
Cambridge, MA 02139 

S.P. Kuo 
Polytechnic Institute of New York 

Long Island Center 
Farmingdale, NY 11735 

GH-1-4 

Large electron-neutral collisions in the ionospheric E region may provide potential thermal sources for plamsa instabilities to create density irregularities in the following two cases. (1) When the ionospheric E region is illuminated continuously by powerful radio waves, the ohmic dissipation of EM wave energy may become the driving source of thermal instabil ities. The condi­tions for the excitation of ionospheric density irregularities and possibly earth's magnetic field fluctuations depend upon the radio wave frequencies and intensities. (II) Intense electrojet current may heat the E region through electron-neutral collisions and effectively excite ionospheric density irregularities via a thermal instability. These E region plasma instabilities driven by thermal source mechanisms can cause relatively large-scale irregular structures. The common feature characteristic of these thermal instabil ities is that ohmic heating of electrons by AC (case I) or DC (case II) fields produces a thermal pressure force as the key nonlinearity of the instabilities. 
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CiIl-1-5 

NONLINEAR SIMULATIONS OF HF-INDUCED' SHORT-SCALE 
IONOSPHERIC IRREGULARITIES 

Alice L. Newman 
Space SCiences Laboratory 

The Aerospace Corporation, P. O. Box 92957 
Los Angeles, California 90009, U.S.A. 

Mid-latitude ionospheric modification experiments have been 
simulated computationally to examine highly nonlinear 
interactions between transmitted high-power HF (3-12 MHz) radio 
waves and the natural ionosphere. Recent experiments by Djuth 
and others at Arecibo, Puerto Rico have provided a comprehensive 
data base describing the generation of short-scale irregularities 
and simultaneous phenomena in the heated region. 
Multidiagnostics were employed to distinguish between various 
nonlinear physical processes occurring on somewhat different time 
scales. 

Two-dimensional nonlinear simulations have been performed to 
test our understanding of physical mechanisms effective during 
the process of HF ionospheric modification, and to examine their 
interaction over a range of time scales. Parametric and resonant 
processes, Brillouin scattering, self-focusing instabilities, and 
secondary processes will be discussed in the context of 
computational experiments which duplicate the functions of the 
observed diagnostics in the terrestrial geomeridional plane. 
Specific simulations analogous to the Arecibo experiments will be 
described in detail, providing the time evolution of density and 
temperature irregularities, the nature of nonlinear mode 
coupling, and the frequency spectra associated with late-time 
stationary or saturation states. Estimates of instability 
thresholds, rise and decay times, and saturation amplitudes will 
be compared with the Arecibo observations. By tracing 
evolutionary variations in the amplitude and effect of various 
terms in the equations, it is possible to examine competing 
mechanisms as each becomes dominant in driving highly nonlinear 
field-plasma interactions. 
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GH-1-6 
A THEORETICAL MODEL OF ARTIFICIAL SPREAD F ECHOES 

S.P. Kuo 
Polytechnic Institute of New York, Long Island Center 

Farmingdale, NY 11735 

M.C. Lee 
Research Laboratory of Electronics 

Massachusetts Institute of Technology 
Cambridge, MA 02139 

S.C. Kuo 
Polytechnic Institute of New York, Long Island Center 

Farmingdale, NY 11735 

Four invari ants of the ray trajectory are found for a ray propagating in a horizontally stratified ionosphere under the density perturbation of HF wave-induced field-aligned irregulari­ties. The reflection height of the ray can then be determined with the aid of those invariants. The results show that the reflection height of the ray varies drastically (namely, strong spread F echoes) in the presence of i rregu 1 arit i es that po 1 ari ze in the magnetic meridian plane. By contrast, the reflection height is not affected (namely, no spread F echoes) by those irregularities that polarize in the direction perpendicular to the meridian plane. SpreadF is quite insensitive to the magnetic dip angle 90 in the region from 20· to 70·. The dependence of spread F on the scale length of the irregularity has also been examined. It is found that spread F is not caused by irregularities with scale lengths less than about 100 meters. 
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Cill-1-7 

PHASE SCREEN SIMULATION OF SPACE-BASED SYNTHETIC 
APERTURE RADAR IN THE PRESENCE OF 

IONOSPHERIC STRIATIONS 

B. M. Lamb, G. St-Cyr, M. K. Grover and R. Manasse 
R&D Associates 
Post Office Box 9695 
4640 Admiralty Way 
Marina del Rey, CA 90295 

Synthetic aperture radars (SARs) can produce high­
resolution images through phase-coherent processing of 
signals transmitted and received at different times and 
platform locations. SAR image quality can be degraded 
by random perturbations of signal phase. For space­
based SARs, one possible source of random phase errors 
is the signal propagation through a structured, or 
"striated," ionosphere. Ionospheric striations occur 
naturally, and can also be artificially generated by 
high-altitude chemical releases, high-power ionospheric 
heaters, and nuclear explosions. We have developed 
models for simulating space-based SAR performance in 
the presence of ionospheric striations. The SAR sim­
ulation has been keyed to the JPL SEASAT experiment. 
Degradation of SAR image quality has been evaluated as 
a function of various parameters describing the SAR 
design and the ionospheric striations. A variety of 
mitigation techniques have also been evaluated, e.g., 
increasing carrier frequency, optimization of synthetic 
aperture length, optimization of SAR orbital and view­
ing geometry, and adaptive refocusing during the phase­
coherent signal processing. The adaptive refocusing 
techniques use information in the return signals to 
derive an estimate of the propagation-induced signal 
phase perturbations. Limited comparisons with actual 
SEASAT SAR data have also been made. 
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IONOSPHERIC ANOMALY SIMULTANEOUS WITH THE 1984 
MORGAN HILL, CALIFORNIA, EARTHQUAKE 

Robert L. Showen and Victor R. Frank 
SRI International 

Menlo Park, California 94025 

CiIJ-1-8 

An ionosonde anomaly was observed simultaneously with a magnitude 
6.2 earthquake near Morgan Hill, California on 24 April 1984. The 
anomaly consists of loops appearing in an ionogram record in the 
Fl-region within 15 seconds of the onset of the earthquake. The 
loops are not seen on ionograms taken 10 minutes before or after 
the earthquake. If these loops are caused by the earthquake, the 
prompt response of the ionosphere means that acoustic waves pro­
duced by the ground motion cannot be the cause. Loops are rarely 
observed on ionograms and are associated with ionospheric tilts. 
A mechanism to produce ionospheric tilts by earthquakes is postu­
lated based on a charge build-up at the epicenter which may accom­
pany earthquakes. The evidence for the charge build-up comes from 
the phenomenon of earthquake lights, where charges produced by 
friction during ground motion ionize the atmosphere. We postulate 
that a charge at the epicenter creates an electric field in the 
ionosphere large enough to cause significant ExB drifts resulting 
in tilts which produce the temporary loops. 

489 





THURSDAY. June 20 

Alouette-ISIS 
Program I 

A.M. 

URSI COMMISSION GH - SESSION GH2 

8:30 - 5:00 
LAW 169 

Chairperson/President: H.G. James. Department of Communications. Ottawa. ON 

Le JEUDI 20 juin 

Programme 
Alouette-ISIS I 

(8:40) A QUANTITATIVE ANALYSIS OF THE SUCCESS OF THE ALOUETTE-ISIS PROGRAM. J.E. 
Jackson. NASA/GSFC. National Space Science Data Center. Greenbelt. MD. USA 

2 (9:20) THE IMPACT ON CANADIAN INDUSTRY OF THE ALOUETTE - ISIS PROGRAM. F.J.F. 
Osborne. Spar Aeorospace Limited. Satellite and Aerospace Systems Division. Ste-Anne-de-Bellevue. 
PQ 

3 (10:00) ALOUETTE-ISIS OBSERVATION OF ELECTROSTATIC RESONANCES. D.B. Muldrew. De­
partment of Communications. Communications Research Centre. Ottawa. ON 

4 (10:40) PROTON CYCLOTRON ECHOES AND SPURS OBSERVED ON ALOUETTE II AND ISIS II. 
R.E. Horita. University of Victoria. Dept. of Physics. Victoria. BC 

5 (11:00) SOLAR AND GEOMAGNETIC ACTIVITY DEPENDENCE OF TRANS-EQUATORIAL ION 
WHISTLER. S. Watanabe. T. Ondoh. Ministry of Posts and Telecommunications. Radio Research 
Laboratories. Tokyo. Japan 

6 (11:20) CHARACTERISTICS OF RISER EMISSIONS OBSERVED BY ISIS SATELLITES. T. Ondoh. 
Ministry of Posts and Telecommunications. Radio Research Laboratories. Tokyo. Japan 
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CiII-2-1 

A QUANTITATIVE ANALYSIS OF THE SUCCESS OF THE ALOUETTE-ISIS PROGRAM 

J. E. Jackson 
National Space Science Data Center 

NASA/GSFC, Greenbelt, Maryland 20771 

The resources and documentation of the National Space Science Data 
Center (NSSDC) have made it possible to prepare a comprehensive 
assessment of the success of the Alouette-ISIS program. Since its 
very beginning NSSDC has shown a considerable interest in the data 
and results of the Alouette-ISIS program. Approximately 100 
Alouette-ISIS data sets are available at NSSDC. One can convey 
some idea of the magnitude of these data holdings by pointing out 
that the one million Alouette 1 ionograms constitute only one data 
set. Also available at NSSDC is a computerized file containing 
bibliographical entries related to space experiments. This file 
contains about 1000 citations based upon the Alouette-ISIS program. 
The citations can be searched by spacecraft, investigations, 
authors, titles, journals, publication dates, etc. and organized 
accordingly. Several extensive NSSDC reports, either already 
published or under preparation, have been either entirely or 
substantially based upon the Alouette-ISIS program. The present 
paper is based upon information compiled for these reports. 
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THE IMPACT ON CANADIAN INDUSTRY 
OF THE ALOUETTE - ISIS PROGRAM 

Dr. F. J. F. Osborne 
Satellite and Aerospace Systems Division 

Spar Aerospace Limited 

(}1I-2-2 

With the launch in 1961 of the A10uette spacecraft 
Canada entered the space age, becoming the third 
nation in the world to build and operate a satellite. 
With the ensuing phases of the four satellite 
A1ouette-ISIS program, Canada became a major contrib­
utor in the space sciences, particularly the iono­
spheric-magnetospheric disciplines which had been and 
are traditional Canadian scientific strengths. 

In the course of the A1ouette-ISIS program, under the 
dual forces of the natural interest and declared govern­
ment policy, Canadian industry increased its involvement 
from a relatively minor participation as a hardware 
supplier to a proven prime contracting capability in the 
management and technological aspects of a multi-faceted 
program of considerable scientific and engineering 
complexity. 

The ISIS spacecraft involved several major organizations 
as interfaces, including the Defence Research Tele­
communications Establishment (later the Communications 
Research Center), NASA and the launch vehicle supplier, 
as well as experimenters from Canadian and US establish­
ments and universities. Some of the management 
techniques developed for the ISIS program to service 
these interfaces were applied in other major US programs. 

The fact that many of the spacecraft payloads involved 
were highly interactive with the space environment and/ 
or each other required special consideration of experiment 
sequence~, sampling rates etc., as well as laboratory 
simulation of many of the anticipated phenomena. 

Because of the overall complexity of the equipments and 
mission, special emphasis was placed on the techniques 
used in spacecraft level check-out, leading to new 
approaches now used extensively in spacecraft and programs 
of all types. 
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(j1I-2-3 

ALOUETTE-ISIS OBSERVATION OF 
ELECTROSTATIC RESONANCES 

D.B. Muldrew 
Communications Research Centre 
Department of Communications 
Ottawa, Ontario K2H 8S2 

Electrostatic resonances are manifest on topside ionograms by 
narrowband signals stimulated by the transmitter and persisting up 
to many milliseconds. At frequencies near the plasma frequency 
f N, the upper hybrid frequency fT , and harmonics of the 
gyro frequency nfH' n ~ 2, electrostatic waves of slightly 
different frequencies generated by the transmitter pulse, 
propagate in the ionospheric plasma, become reflected at distances 
of several hundred meters from the satellite, and return to the 
satellite producing a continuous receiver response. At 
frequencies near the gyrofrequency f H, and the maximum frequency 
of the Bernstein modes fQq, the electrostatic waves can propagate 
so that their direction of energy flow is along the moving 
antenna, again producing a continuous response. The fundamental 
resonance, fH, is still not well understood. Under the assumption 
of homogeneous plane waves, the refractive index for electrostatic 
propagation near fH is complex and heavy damping would be 
expected. However, if inhomogeneous waves are assumed, it appears 
possible to have undamped propagation. 
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(j1I-2-4 

PROTON CYCLOTRON ECHOES AND SPURS OBSERVED ON ALOUETTE II AND 
ISIS II 

R. E. Horita 

Department of Physics, University of Victoria, Victoria, B. C., 
Canada V8W 2Y2 

Proton cyclotron echoes and spurs observed on the topside-sounder 
ionograms on the Canadian Alouette II and ISIS II satellites are 
phenomena related to the proton cyclotron frequency. They appear 
on the ionograms at apparent ranges which lead to a frequency 
close to the proton cyclotron frequency; the frequency is calcu­
lated by taking the reciprocal of the time elapsed between the 
transmission of the sounder pulse and the reception of the signal 
at the satellite. 

Over 1000 ionograms exhibiting proton cyclotron echoes and/or 
spurs were examined and were classified depending on apparent 
range, frequency range (horizontal extent on the ionogram), and 
shape of the echoes or spurs. Echoes and spurs often occur alone 
but echoes and spurs occur together approximately as frequently. 
Most proton cyclotron echoes and spurs occur at frequencies below 
the electron plasma frequency, fN ' however one type of spur 
occurs at frequencies above f

N
• The echoes occur predominantly 

at frequencies slightly above the electron cyclotron frequency, 
fH ' while the spurs occur predominantly when a harmonic of fH 
is near f

N
. Details of the classification and occurrence 

features will be presented. 
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GH-2-5 

SOLAR AND GEOMAGNETIC ACTIVITY DEPENDENCE 
OF TRANS-EQUATORIAL ION WHISTLER 

S.Watanabe and T.Ondoh (Radio Research Labs., Ministry of Posts. 
& Telecom., Tokyo 184 Japan) 

We have investigated occurrence probabilities and patterns of 
trans~equatorial proton (TEP) and deuteron (TED) whistler from the 
ISIS-2 satellite in time compressed dynamic spectra. It is shown 
that the TEP whistlers have high occurrence probability in an ac­
tive solar period , while the TED whistler has low occurrence prob­
ability. In a quiet solar period, the TEP whistler has a relatively 
lower occurrence probability than the TED whistler . The TEP whis­
tler in a quiet solar period shows a strong seasonal variation. 
That is a higher occurrence probability in winter than in the 
summer in the Northern Hemisphere at Japanese longitude. These 
phenomena seem to be explained by using the bouncing surface dia­
gram of multi-component and inhomogeous plasmas with various proton 
density. The spectral pattern of trans-equatorial ion whistlers 
and calculation of an approximate equation with regard to deuteron 
effect show that relative proton densities to electrons Np/Ne 
decrease with increasing solar activity. 

Several ion whistlers were observed by ISIS-l,-2 during geomag­
netic storms associated with large solar flare in 1982. It seemed 
that the proton density ratio to electrons Np/Ne deduced from the 
crossover frequency of the trans-equatorial ion whistlers observed 
at low latitude during the main phase of the geomagnetic storm on 
July 14th 1982 was lower than the density ratio Np/Ne during quiet 
period . An abnormal pattern seen on the time-compressed dynamic 
spectra for September 6th 1982 suggests existence of strong 
effect by the component (I1/Q=3) S He1" inquite small amount. 
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GH-2-6 
CHARACTERISTICS OF RISER EMISSIONS OBSERVED BY ISIS SATELLITES 

T. Ondoh 

Radio Researc:1 Laoor3.tories, Tokyo, 1St:· 

Riser eMdssions and VLF hisses with fine rising structures are observed 
in the mid-latitude topside ionosphere. The giant riser emissions, whose 
frequency rises from about 8 kHz to 15 kHz or more in a few seconds occur often 
at geomagnetically invariant latitudes from 47 0 to 60 0 in the recovery phase of 
geomagnetic substorms. The giant riser emission may be interpreted ·by the 
Doppler-shifted cyclotron radiations emitted forward from energetic protons of 
10 key in the plasmasphere .• 

Groups of the normal riser emissions, whose frequency rises from about 5 kHz 
to about 10 kHz in 1.5 seconds, were repeatedly observed in a period of 26 - 27 
seconds at geomagnetically invariant latitudes from 56.5 0 to 61.9 0 by the ISIS-2 
on March la, 1981. Geomagnetic pulsations of Pc 3 were also observed simultaneou­
ly with the periodic appearance of the normal riser emissions at Memambetsu(geo­
mag. lat. 34.lo N, long. 20B.B OE). The periodic occurrence of the riser emission 
may be explained by the periodic modulation of riser emission growth-rate which 
results from the particle preCipitations modulated by the geomagnetic pulsations 
of Pc 3. 
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THURSDAY. June 20 

Alouette-ISIS 
Program II 

P.M. 

URSI COMMISSION GH - SESSION GH3 

1:30 - 500 
LAW 169 

Le JEUDI 20 juin 

Programme 
Alouette-ISIS II 

Chairperson/President: R.F. Benson. NASA/Goddard Space Flight Center. Greenbelt. MD. USA 

1 (1:40) JAPANESE ACTIVITIES IN THE ALOUETTE/ISIS PROGRAM. N. Matuura. K. Aikyo. Min­
istry of Posts and Telecommunications. Radio Research Laboratories. Tokyo. Japan 

2 (2:20) BANDWIDTH AND AMPLITUDE INCREASES OF VLF TRANSMITTER SIGNALS DURING 
TRANSIONOSPHERIC PROPAGATION. T.F. Bell. U.S. Inan. J.P. Katsurrakis. STAR Laboratory. 
Stanford. CA. USA; H.G. James. Department of Communications. Communications Research Centre. 
Ottawa. ON 

3 (2:40) Z-MODE DUCTING. W. Calvert. University of Iowa. Dept. of Physics and Astronomy. Iowa 
City. 10. USA 

4 (3:00) Z-MODE DUCTS OBSERVED BY ALOUETTE 2 AT LOW LATITUDES. S.H. Gross. Poly­
technic Institute of New York. Dept. of Electrical Engineering. Farmingdale. NY. USA; D.B. Muldrew. 
Department of Communications. Communications Research Centre. Ottawa. ON; W. Calvert, Univer­
sity of Iowa. Iowa City. IA. USA 

5 (3:20) ISIS 1 OBSERVATIONS OF AURORAL KILOMETRIC RADIATION. R.F. Benson. 
NASA/Goddard Space Flight Center. Laboratory for Extraterrestrial Physics. Greenbelt. MD. USA 

6 (3:40) EXCITATION OF 2 MHz RADIO NOISE BY THE CYCLOTRON MASER INSTABILITY IN THE 
LOW ALTITUDE AURORAL REGION. H.K. Wong. NASA/Goddard Space Flight Center. Laboratory 
for Extraterrestrial Physics. Greenbelt. MD. USA 

7 (4:00) SOME CHARACTERISTICS AND PROPAGATION OF AURORAL Z-MODE RADIATION OB­
SERVED ABOVE THE ANTARCTIC REGION WITH 1515-1. K. Aikyo. T. Ondoh. R. Nishizaki. 
Ministry of Posts and Telecommunications. Radio Research Laboratories. Tokyo. Japan 

8 (4:20) PANEL DISCUSSION/TABLE RONDE. 
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GH-3-1 

JAPANESE ACTIVITIES IN THE ALOUETTE/ISIS PROGRAM 

N. MATUURA and K. AIKYO (Radio Research Labs., Ministry of Posts 
and Telecom., Tokyo 184 Japan) 

A review on the past activities in the Alouette/ISIS program 
in Japan, mainly in RRL (Radio Research Laboratories, Ministry of 
Posts & Telecommunications, Japan) will be given with regard to 
ground operations and scientific research. A preview on future 
plan about ISIS program will also be mentioned. 

RRL joined the ISIS Working Group on the fifth meeting at Lon­
don in 1965 and began to acquire the topside sounding data in Au­
gust 1966 and VLF data in July 1971 from Alouette-l and -2 by RRL 
working group consisting of data acquisition group at Kashima 
Space Station, RRL and data reduction and analyses group at Koga­
nei, Tokyo, HQ RRL. Acquisition of the data from ISIS-l and ISIS 
-2 at Kashima Station started respectively in January 1970 and 
May 1971. Furthermore, telemetry-only operation for ISIS satel­
lites at Syowa Station (69°00.4'S, 39°35.4'E) Antarctica with 
command support by French Stations through CRC has been carried 
out since April 1976 in cooperation with NIPR (National Institute 
of Polar Research, Ministry of Education, Japan). The topside 
ionograms processed at RRL have been distributed to CRC, NSSDC at 
GSFC, WDC-A at NOAA and Rutherford Appleton Lab. since 1973. 
After the cease of ISIS operations by CRC in March 1984, the op­
erations have been transferred to RRL on the basis of an agree­
ment between CRC and RRL and acquisition of ISIS data at both Ka­
shima and Syowa will be continued at least until March 1986. 

Scientific research in Alouette/ISIS program in Japan has been 
put forward mainly by using data from topside sounders and VLF 
receivers. The result from analyses of the topside sounder data 
concerns the structure of the topside ionosphere in quiet and 
disturbed conditions seen by the electron density distributions 
given from resonance frequencies, critical frequencies, and N(h) 
reduction and also coucerns the various kinds of radio phenomena 
such as ducted echoes, proton cyclotron echoes, diffuse reso­
nance, cosmic radio noises, solar radio bursts and dayside ARR. 
The data books on the topside electron density distribution over 
Japan have been so far published in six volumes by RRL. 

The result from analyses of the VLF data concerns the spectral 
characteristics and latitudinal variation of ELF hiss and whis­
tler ducts in the low and mid latitudes and also concerns the deu­
teron whistler and trans-equatorial propagation of ion whistlers. 
The works relating to the polar region includes study of source 
of VLF saucer, relation of VLF saucer and quasi-periodic VLF/ELF 
emissions to the auroral activity. The ISIS data on narrow band 
multifrequency noise have been contained in Radio and Space Data 
Vol. 1-15, RRL. 
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GH-3-2 

Bandwidth and Amplitude Increases of VLF Transmitter Signals 
During Transionospheric Propagation 

T. F. BELL, U. S. INAN, J. P. KATSUFRAKIS 

STAR Laboratory, Stanford, CalIfornia, 94905 

H. G. JAMES 

Communication. Re ... arch Centre, Shirley Bay, Ottawa, Ontario, Canada Kf!H8Sf! 

VLF /ELF wave electric field data acquired on the ISIS-I, ISIS-2, ISEE-I, and DE-I 
spacecraft demonstrate the existence of a new phenomenon in which initially narrowband 

(- I Hz) signals from ground-based VLF transmitters undergo a significant increase in 

bandwidth as they propagate through the ionosphere up to altitudes in the range 600-4000 

km. For transmitter signals in the range 3-20 kHz the bandwidth increase can be as high 

as 20% of the nominal frequency of the input signal. 

The bandwidth increases occur only in the presence of impulsive VLF/ELF hiss and/or 

a lower hybrid resonance (LHR) noise band with an irregular lower cutoff frequency, and 

only for signals whose frequency exceeds the LHR frequency at the satellite location. For 

transmitter pulses propagating within the plasmasphere, all portions of the pulse show a 

bandwidth increase but little amplitude change. However, for pulses propagating poleward 

of the plasmapause the bandwidth increases are sometimes impulsive in nature and are 

accompanied by amplitude increases of up to 20 dB. The impulsive bandwidth increases 

typically endure for 100 msec and often the sidebands are symmetric about the nominal 

carrier frequency. The effect is most pronounced when the transmitter pulses lie close to 

the lower border of an impulsive hiss band near 3 kHz. 

Comparison of wave electric and magnetic fields indicates that the bandwidth increases 

are present only in the wave electric field component. This finding suggests that the 

sideband waves are quasi-electrostatic in nature and propagate with their wave normals 

close to the whistler mode resonance cone. 

Since impulsive VLF hiss and irregular LHR noise bands have been linked to energetic 

« I Kev) electron precipitation in the past, it is conjectured that the bandwidth and 

amplitude increases are produced in a process driven by precipitating electrons. 
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(jII-3-3 

Z-MODE DUCTING 

W. Calvert, Department of Physics and Astronomy 
The University of Iowa, Iowa City, Iowa 52242 

Wave ducting, exemplified by the guiding of light within 
optical fibers, involves the guidance of waves by relative maxima 
of the wave refractive index. In a magnetoplasma, such maxima can 
arise from variations of the plasma density. Since natural den­
sity variations usually extend along the ambient magnetic field, 
this produces ducting in that direction, known as 'field-aligned' 
ducting. The ordinary and extraordinary magnetoionic wave modes 
(occurring for X < 1 and X < 1 - Y, respectively, in Ratcliffe's 
notation) are both always ducted by density depletions, or 
'troughs'. The Z-mode (which occupies 1 + Y > X> 1 - y2) exhi­
bits more varied ducting because of its more complex anisotropic 
refractive index. At frequencies just above cutoff (X = 1 + Y), 
Z-mode ducting occurs in troughs, having ducted wave normals which 
oscillate between opposite sides of the duct axis. Beyond a 
'curvature reversal' frequency, given by X = (1 + Y)/(l + Y/2) and 
corresponding to the development of a dimple along the axis in the 
Z-mode refractive index, this ducting continues in troughs, but 
now with its wave normals remaining on one side of the axis (like 
the similar whistler-mode trough ducting below half the cyclotron 
frequency). Also at the curvature reversal frequency, Z-mode 
'crest' ducting begins within density enhancements, and it co­
exists with the trough ducting up to the plasma frequency, where 
both kinds of ducting cease. An additional, but separate region 
of Z-mode crest ducting can also occur between the plasma and 
cyclotron frequencies (X = 1 to Y = 1), whenever the latter fre­
quency is greater. Only the trough ducting, however, should pro­
duce topside ducted echoes, since neither region of Z-mode crest 
ducting would be continuous to the wave reflection level. No 
field-aligned Z-mode ducting is possible above the greater of the 
plasma or cyclotron frequency, there being no refractive index 
extremum in the direction of the duct. 
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Z-MODE DUCTS OBSERVED BY ALOUETTE 2 
A T LOW LATITUDES 

S. H. Gross, Polytechnic Institute of New York, 
Farmingdale, New York; D. B. Muldrew, Com­
munications Research Centre, Ottawa, Ontario; 
W. Calvert, University of Iowa, Iowa City, Iowa. 

GH-3-4 

Z-mode ducted traces are observed in Alouette 2 iono­
grams. We have studied these traces on ionograms for low 
latitude passes of the satellite. It is found that the vertical Z­
mode trace extends from the Z-mode cutoff at the satellite 
through the plasma frequency to fZI, the frequency of infinite 
apparent range. The Z-mode ducted trace starts from the Z­
mode cutoff at the satellite and terminates at the plasma fre­
quency. Other traces are apparent in the frequency range 
above the plasma frequency to fZI that are believed to be com­
bination mode Z traces due to waves that start off vertically 
from the satellite and enter ducts below where ·the plasma fre­
quency is greater than the wave frequency. These traces are 
not the oblique Z traces. Conjugate Z mode ducts are also ob­
served. The.duct traces appear to be in accordance with the 
theory of Z mode ducting. X-mode multiple ducted traces are 
also observed on the same ionograms, and it is likely that these 
X-mode ducts are part of the same structure causing the Z-mode 
ducts. Examples will be shown including interpretations by means 
of ray tracings. 
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GH-3-5 

ISIS 1 OBSERVATIONS OF AURORAL KILOMETRIC RADIATION 

Robert F. Benson 
NASA/Goddard Space Flight Center 

Laboratory for Extraterrestrial Physics 
Greenbelt, MD 20111 

Auroral kilometric radiation (AKR) is an intense electro­
magnetic emission associated with discrete auroral arcs. The 
investigation of AKR has been extensive (nearly 100 scientific 
publications in the last decade), partly because of its relevance 
to other astrophysical radiation phenomena. AKR is commonly 
observed on ISIS 1 nighttime apogee auroral-zone ionograms. The 
ISIS 1 topside sounder provides reliable ambient and remote 
measurements of the plasm,a frequency f N and the ambient electron 
cyclotron frequency f H' The resulting f N/ f H values in the AKR 
source region have been of fundamental importance to AKR theories. 
The received signal intensities and the relative strengths of the 
various wave modes are dependent on the ambient plasma parameter 
fN/fH' (Wave mode identifications are based on comparisons of the 
observed natural AKR signals with sounder-generated cutoff and 
resonance phenomena.) AKR is observed in the extraordinary, 
ordinary, Z and whistler modes. The fundamental AKR in each of 
these modes is confined to frequencies below 900 kHz. Intense 
Signals at higher frequencies are also observed which are 
identified either with AKR harmonics or intense low aIti tude « 
1000 km) emissions near 2 MHz and 4 MHz. These observations, and 
their significance to the various theoretical mechanisms proposed 
to explain AKR, will be reviewed. 
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GH-3-6 

EXCITATION OF 2 MHz RADIO NOISE BY THE CYCLOTRON MASER 
INSTABILITY IN THE LOW ALTITUDE AURORAL REGION 

H. K. Wong 
NASA/Goddard Space Flight Center 

Laboratory for Extraterrestrial Physics 
Greenbelt, MD 20771 

Radio noise of frequency about 2 MHz at auroral latitudes has 
been reported by James et a1. (AGARD Conference Proceedings No. 
138, 1974). It was suggested by these authors that the 
electromagnetic radiation was generated by the conversion of 
electrostatic upper hybrid waves into electromagnetic ordinary 
waves through a wave-wave interaction process. Here we propose 
that the observed radiation can also be explained by a direct 
generation mechanism, i.e., the radiation is excited directly as 
an electromagnetic extraordinary wave at twice the gyro frequency 
in the source region by the cyclotron maser instability. One 
distinct feature of this mechanism is the direct transfer of 
energy from the particles to the radiation. Thus it should be a 
more efficient mechanism than the wave-wave interaction process. 
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CiII-3-7 

SOME CHARACTERISTICS AND PROPAGATION OF AURORAL Z-MODE 
RADIATION OBSERVED ABOVE THE ANTARCTIC REGION WITH ISIS-l 

K. AlKYO, T. ONDOH and R. NISHIZAKI (Radio Research Labs., 
Ministry of Posts & Telecom., Tokyo 184 Japan) 

Various types of plasma wave emissions can be seen on the ISIS 
-1 topside ionograms obtained over the auroral zone and the polar 
cap. Among the emissions the broadband Z-mode radiation is ex­
amine in detail with respect to propagation using ray tracing te­
chnique. This type of radiation detected by ISIS-l is character­
ized by 1) sharp frequency cutoff near electron gyro frequency, fH 
and 2) relatively stable structure of spectrum with maximum in­
tensity near 300 kHz over the polar region where the plasma fre­
quency, fN<:< f

H
. Observation is limited in the radial distance 

of about 1.5 R (earth radii). Similar radiation has been ob·­
served in the ~igher altitudes (~2 ~) with DE-l (Gurnett, D.A. 
et al., J. Geophys. Res., 88, 329, 19~3) 

On the basis of the spin modulated signals on chains of the 
fixed frequency frames (0.25 MHz) in 'Swept frequency mode', the 
orientation of antenna at the instant when the radiation exhibits 
minimum level are determined to reduce the angle of direction of 
arrival with the simple fitting procedure. The similar tech­
nique was used to derive the wave vector angle of R-X mode AKR ( 
James, H.G., J. Geophys. Res., 85, 3367, 1980). Application of 
simplified geometry with respect to wave electric field plane, 
local geomagnetic field and wave vector and the antenna orienta­
tion determined results in the wave normal angle ranging about 95 0 

to 110 0 with respect to the local geomagnetic field depending on 
the local fN from 0.05 to 0.1 MHz. This implies that the direc­
tion of propagation is upward provided that radiation comes from 
low latitude side. 

The computation of the ray paths is made to locate the source 
region for auroral Z-mode radiation using plausible model mag­
netosphere allowed for the steep gradient near the plasmapause, 
indicating that trapping and reflection along and near the plas­
mapause after nearly horizontal propagation of long distance af­
fect the ray paths with wide extent for the initial wave normal 
angles. Thus the inclusion of the plasmapause effect is essen­
tial in the source geometry and propagation for Z-mode radiation 
proposed by Gurnett et al. (1983). 
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FRIDAY. June 21 

Ionospheric 
Modification 
and Heating II 

A.M. le VENDREDI 21 juin 

URSI COMMISSION GH - SESSION GH4 

8:30 - 12:00 
LAW 201 

EchaufTement et modification 
de !'ionosphere au moyen 

des ondes radio-electriques II 

Chairperson/President: D.B. Muldrew. Department of Communications. Ottawa. ON 

(8:40) IONOSPHERIC MODIFICATION EXPERIMENTS AT ARECIBO. J.A. Fejer. University of Illinois 
at Urbana-Champaign. Dept. of Electrical and Computer Engineering. Urbana. IL. USA 

2 (9:20) STIMULATED ELECTROMAGNETIC EMISSION IN IONOSPHERIC HF MODIFICATION EX­
PERIMENTS. B. Thide. Uppsala Ionospheric Observatory. Uppsala. Sweden 

3 (10:00) HF-INDUCED PLASMA INSTABILITIES IN THE E REGION. F.T. Djuth. The Aerospace 
Corporation. Space Sciences Laboratory. Los Angeles. CA. USA 

4 (10:40) PHASE AND INTENSITY SCINTILLATIONS INDUCED BY HF HEATING OF THE DAYTIME 
SUB-AURORAL IONOSPHERE. Santimay Basu. Sunanda Basu. Emmanuel College. Physics Re­
search Division. Boston. MA. USA; P. Stubbe. H. Kopka. Max Planck Institut fur Aeronomie. Lindau. 
FRG. H.C. Carlson. Air Force Geophysics Laboratory. Hanscom AFB. MA. USA 

5 (11:00) STANDING WAVE PATTERN OF HF RADIO WAVES IN THE IONOSPHERIC REFLECTION 
REGION. B. Thide, B. lundborg. Uppsala Ionospheric Observatory. Uppsala. Sweden 

6 (11:20) INJECTION OF ELF /VLF INTO THE EARTH-IONOSPHERIC WAVEGUIDE GENERATED BY 
MODULATING THE DYNAMO CURRENT SYSTEM FROM HF HEATING. K. Carroll. A.J. Ferraro. 
The Pennsylvania State University. Communications and Space Sciences Laboratory, University Park, 
PA.USA 

7 (11:40) AN IONIZATION DUCT EXPLANATION OF PLASMA-LINE OBSERVATIONS WITH A 46.8-
MHz RADAR. D.B. Muldrew. Department of Communications. Communications Research Centre. 
Ottawa. ON 
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GH-4-1 

IONOSPHERIC MODIFICATION EXPERIMENTS AT ARlCIBO 

J. A. Fejer 
Department of Electrical and Computer Engineering 

University of Illinois at Urbana-Champaign 
1406 West Green Street 

Urbana, IL 61801 

Recent experimental results obtained using the Arecibo heating 
facility are reviewed and their relation to existing theories is 
discussed. Among the new experimental results are the first 
observations of the time history of the appearance and disappear­
ance of a flux of accelerated electrons as the heater is cycled 
on and off, the first experimental demonstration of the plasma 
line spectrum below threshold, the first measurements of the width 
of the "growing mode line" (20-60Hz), the use of such narrow lines 
for accurate measurements of the electron drift velocity, and the 
discovery of a radical qualitative change in the spectrum as the 
HF power is increased. 
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STIMULATED ELECTROMAGNETIC EKISSION IN 
IONOSPHERIC OF MODIFICATION EXPERIMENTS 

Bo Thide 
Uppsala Ionospheric Observatory 

S-75590 Uppsala, Sweden 

Abstract not available at time of printing/ 

GH-4-2 

Le resume n'etait pas disponible lors de l'impression 
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(jII-4-3 

HF-INDUCED PLASMA INSTABILITIES IN THE E REG lOR 

Frank T. Djuth 
Space Sciences Laboratory 

The Aerospace Corporation, P. O. Box 92951 
Los Angeles CA 90009, U.S.A. 

High-power radio waves reflecting in the F region 
of the ionosphere are known to excite several different 
types of plasma instabilities. These instabilities are 
responsible for a variety of effects, 'which include the 
production of large-scale (~100 m) and short-scale (1 -
10 m) density irregularities, the generation of plasma 
turbulence, the acceleration of electrons, enhanced 
electron temperatures and the formation of a plasma 
bulge across the HF beam. This paper focuses upon 
several of these phenomena that have also been observed 
at E-region heights. Particular attention is paid to 
the production of plasma turbulence and the formation 
of short-scale, field-aligned irregularities (FAls) in 
the E region. E-region results are compared with obser­
vations made in the F region. 

The ambient E-region plasma contrasts markedly with 
the plasma environment found in the F region. Notable 
differences are found with respect to electron temper­
atures, ion composition, collision frequencies and 
vertical electron density gradients. Differences in 
electron density gradients are most pronounced when one 
compares the vertical scale lengths in sporadic E ( 0.1 

1.0 km) with those encountered at F-region heights 
(30 60 km). This introduces several interesting 
effects. For example, in sporadic E the vertical 
extent of the instability region is compressed to 
several tens of meters (compared to 5 - 10 km in the F 
region). Not surprisingly, the response of the 
sporadic-E plasma to the abrupt turn-on of the HF beam 
is not the same as that found in the F region. The 
so-called plasma line overshoot observed in the F 
region is characterized by a quick ($50 msec) growth in 
HF-induced turbulence followed by a significant 
reduction in the turbulence level over time scales of 
seconds. Plasma line overshoot is also observed in 
sporadic E but the growth and decay phases take place 
wi~in a few milliseconds. In general, the spectral 
signatures and the dynamic behavior of the HF-enhanced 
plasma lines and FAI backscatter exhibit striking 
differences in the normal daytime E region, sporadic E, 
and the F region. The emphasis of this presentation 
will be on providing a consistent interpretation of HF­
induced phenomena observed in the various ionospheric 
regions and at different geomagnetic latitudes. 
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GH-4-4 

PHASE AND INTENSITY SCINTILLATIONS INDUCED BY HF HEATING 
OF THE DAYTIME SUB-AURORAL IONOSPHERE 

Santimay Basu and Sunanda Basu 
Emmanuel College 
Boston MA 02115 

P. Stubbe and H. Kopka 
Max Planck Institut fur Aeronomie 

D-2411 Katlenburg 
Lindau, W. Germany 

H.C. Carlson 
Air Force Geophysics Laboratory 

Hanscom AFB MA 01731 

During March, 1984 the high power HF heating facility located at 
Ramfjordmoen (69.6°N, 19.2°E geographic) was used to modify the 
ionospheric F-region and an experiment was p.erformed to study the 
generation of artificial F-region irregularities in the daytime 
sub-auroral environment. For the experiment, 250 MHz 
transmissions from a near stationary satellite were received at 
the Tromso telemetry station at an ionospheric zenith angle of 
17° and a magnetic azimuth of 75° and the heater beam was tilted 
to intercept the ionospheric intersection of the propagation path 
from the satellite to the receiver. The satellite signal 
intensity and phase were recorded by the computer controlled 
phase lock receiver and the fluctuations of intensity and phase 
were analyzed to detect the presence of the irregularities of 
F - reg ion elect ron dens i ty generated by the hea ter. I t was found 
that it is indeed possible to excite F-region irregularities in 
the daytime sub-auroral environment causing 3 dB fluctuations of 
signal intensity at 250 MHz. The spectra of intensity and phase 
scintillations indicate maximum power spectral density (psd) 
within a narrow range of characteristic scales of about 200-400 m 
with very steep high frequency spectral index (n '" -8) which is 
followed by a gentle roll-off with a spectral index of about 
-1.5. The stable excitation of a narrow band of scale sizes 
throughout the period when the heater is on suggests that the 
linear stage of self-focusing instabil ity is operative. The slow 
high frequency roll-off at a much lower psd is indicative of a 
weak cascading towards shorter scales. The decay time of the 
artificial irregularities is found to be rather short being of 
the order of a minute in contrast to the lifetime of tens of 
minutes for natural irregularities. 
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CiII-4-5 
STANDING WAVE PATTERN OF HF RADIO WAVES 

IN THE IONOSPHERIC REFLECTION REGION 

Bo Thide and Bengt Lundborg 
Uppsala Ionospheric Observatory 
S-75590 Uppsala, Sweden 

General analytical formulas for the field strength near the 
height of reflection of an electromagnetic wave in the ionosphere 
have been derived within a uniform approximation which, unlike the 
related WKB approximation, does not break down at the reflection 
point. The formulas are valid for general, smooth plasma profiles 
where the density either increases monotonically or exhibits a 
local maximum. The usefulness of the method is illustrated by 
application to physically realistic situations encountered in 
ionospheric modification experiments. 
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CiII-4-6 

INJECTION OF ELF/VLF INTO THE EARTH-IONOSPHERIC WAVEGUIDE 
GENERATED BY MODULATING THE DYNAMO CURRENT SYSTEM FROM 

HF HEATING 

K. Carroll and A. J. Ferraro 
Communications and Space Sciences Laboratory 

316 Electrical Engineering East 
The Pennsylvania State University 

University Park, PA 16802 

ELF/VLF signals have been successfully generated by 
modulating the dynamo current system using the high power heating 
facility of the Arecibo Observatory. 

The source of the ELF/VLF radiation originates in the D and 
lower E regions of the ionosphere, and the electromagnetic energy 
is injected into the earth-ionosphere waveguide. This paper 
presents a theoretical analysis of the injection in order to 
predict ELF/VLF field strengths at ground-based receivers and 
compare the latitude dependence of the efficiency of injection. 
Results are presented for generation of ELF/VLF by heating 
facilities located in the polar, equatorial, and mid-latitudes. 

Comparison with experiments conducted over the path of 
Arecibo to University Park, PA are presented. 
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CiII-4-7 

AN IONIZATION DUCT EXPLANATION OF PLASMA-LINE OBSERVATIONS 
WITH A 46.8-MHZ RADAR 

D.B. Muldrew 
Communications Research Centre 
Department of Communications 
Ottawa, Ontario K2H 8S2 

Recently published HF-enhanced plasma-line observations (Fejer 
et al., J. Geophys. Res., ~, 2083, 1983) using a 46.8-MHz radar 
show that the upshifted decay line is absent. The upshifted 
spectrum consists of a single line ('growing line') within a few 
hertz of 51.9 MHz (46.8 MHz plus the heating wave frequency of 5.1 
MHz). The downshifted line is obscured by interference. Fejer et 
al. explain their observations by considering Langmuir wave 
propagation in the electron density depression generated by the 
ponderomotive force of the heating wave near reflection. Another 
approach is to consider Langmuir wave propagation in magnetic 
field-aligned ionization ducts which are generated by the HF 
heating wave. This latter approach appears to yield a more 
satisfactory explanation of the observations. 
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lI-l-l 
WISP/HF: THE NEXT GENERATION OF ACTIVE HIGH-FREQUENCY 

EXPERIMENTS INSIDE THE IONOSPHERE 

H.G. James 
Communications Research Centre 
Department of Communications 

Ottawa, Ontario K2H 8S2 

C.H. Hersom 
Canadian Astronautics Limited 

1050 Morrison Drive 
Ottawa, Ontario K2H 8K7 

The scientific requirements of the Waves-In-Space-Plasmas 
(WISP) experiment (R.W. Fredricks, Plenary Session paper, this 
meeting) have inspired a number of novel features in the WISP High 
Frequency Sounder System (HFSS). In response to a need for 
coherence, flexibility and agility in the frequency domain, the 
instrument's transmitter has two phase-Iocked-Ioop frequency 
synthesizers. These also allow two-frequency transmissions. The 
measurement of the direction of arrival of electromagnetic waves 
in sounding or radar experiments and of the wave number of 
electrostatic waves will be achieved by the doppler detection 
capability of the receiver. To permit the study of the onset of 
plasma nonlinearities, the transmitter's pulse shape and power 
output are variable. A widely perceived need for improved 
understanding of radiation and propagation throughout all scale 
lengths has led to the bistatic geometry: the transmitter on the 
Shuttle will be synchronized with a receiver on a subsatellite. 
As befits a plasma laboratory in space, human direction of 
experiments is planned in real time. Adjustment by the Shuttle 
crew of the HFSS operating frequency, typically when it is based 
on the local plasma frequency, will be made following on-board 
display of swept-frequency data. Shuttle crew and SCientists on 
the ground also will have the option of interrupting and 
redirecting experiments in response to unanticipated 
opportunities. Faced with an ongoing requirement for a series of 
missions with evolving scientific goals, WISP designers have 
implemented a digitally controlled HFSS coordinated by 
programmable microprocessors. 
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H-1-2 

PROPAGATION OF SHEATH-WAVES ALONG A LINEAR ANTENNA IMMERSED IN A 
PLASMA 

MARIO LE BLANC, MANFRED NACHMAN* AND SYLVAIN PREVOST 
Dept. of Electrical Engineering, Ecole Poly technique of Montreal 

ABSTRACT: A conductor immersed in a plasma is surrounded by an 
electron-depleted sheath, separating it from the plasma. Due to 
the presence of the sheath, guided surface waves (50-called 
sheath-waves) may exist along a cylindrical antenna in a plasma. 
For an antenna of finite length (L) a standing-wave pattern 
results. leading to a family of resonances in the reflection 
coefficient versus frequency plot (J. Marec and G. Mourier, C.R. 
Acad. Sci. Paris, ~!~, 367-3070, 1970). 

A detailed experimental study of these resonances at 
frequencies below the plasma frequency is presented here for a 
short cylindrical antenna immersed in an isotropic argon plasma. 
The antenna consisted of the extension of the inner conductor of 
a coaxial cable. D.C. potentials could be applied independently 
to the antenna and the outer conductor. The reflection 
coefficient (r) of the antenna was measured over a frequency 
range extending from 10 9 to 8xl0 9 Hz and its admittance was 
computed from the experimental values of r. 

The effect on the resonance frequencies of plasma density 
and antenna bias and radius were investigated for two different 
antenna lengths. An increase in plasma density or antenna bias, 
or a reduction in antenna radius resulted in a shift of the 
resonances towards higher frequencies. From the data on the 
resonance frequencies the dispersion curve of the sheath-waves 
could be obtained. 

Several configurations of the transmission line to antenna 
transition were studied and an impedance transformer insuring 
optimum R.F.-energy coupling to the sheath-waves was designed. 
Experiments with a dielectric-coated antenna yielded results 
similar to those of a negatively biased monopole, however the 
positions of the resonances were less sensitive to changes in 
antenna-bias. 

Our data are in good agreement with those derived from the 
dispersion equation for sheath-waves (P. Meyer et aI., J. App1. 
Phys., 45, 700-706, 1974). By fitting the experimental 
points with the theoretical curves representing the dependence of 
the resonance frequencies on sheath radius, the sheath thickness 
could be determined. 

* Author to whom correspondence should be addressed. 
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H-1-3 

SHEATH WAVES ON VERY LONG ANTENNAS IN PLASMA 

Gilbert A. Morin, Keith G. Balmain, 
Dept. of Electrical Engineering, Univ. of Toronto, 

Toronto, Ontario, Canada. 

A wire immersed in an ionized-gas plasma is surrounded by an 
ion sheath which can carry waves called "sheath waves" at 
frequencies under the electron plasma frequency (J.J. Marec, 
G. Mourier, C.R. Aca. Sc. Paris, t. 271, pp 367-70, 10 aout 1970, 
Serie B). Due to their expected importance to the WISP/HF Space 
Shuttle experiment, we have studied these waves in a 20 litre 
plasma chamber. For dc bias less than floating potential, the wave 
attenuation was found to be small enough so that very long wires 
could be used to observe reflections off the end of the wire. The 
dispersion relation of the sheath waves was obtained from the 
measurements and the losses were estimated. Because of the limited 
size of the laboratory plasma, helical antennas were used to fit 
more wire into the available space. Since sheath waves are non­
radiative and their fields do not extend farther than few Debye 
lengths from the wire surface, a helix behaves essentially as a 
straight wire. 

It was found that sheath wave losses increased strongly with 
positively increasing dc bias. One loss mechanism is surface 
absorption of the electrons by the wire (M.M. Reeves et al., to be 
presented at this meeting). Using hydrodynamic theory these losses 
have been calculated and comparison was made with our measurements. 
In order to be able to estimate the effects of sheath waves on 
more complex structures, a cold plasma model with a lossy sheath 
was used in a general purpose antenna program (J.H. Richmond, Ohio 
State Univ., NASA report CR-2396, 1974). The results compare well 
with experiments and show the usefulness of this approach. 

In order to increase our understanding of sheath wave losses, 
two other antenna structures were studied. A glass-coated wire 
was found to behave in the same way as a bare wire with high 
negative bias, which supports the validity of the vacuum sheath 
model often used in this case. Also, sheath-wave effects were 
observed readily in helical antennas which were wound so tightly 
as to exclude plasma from the interior of the helix. 
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SHEATH WAVES ON AN INFINITE METAL PLATE IN A WARM PLASMA 

Margarida M. Reeves, Keith G. Balmain, and Gilbert A. Morin 
Dept. of Electrical Engineering, Univ; of Toronto 

Toronto, Ontario, Canada 

A better understanding of the radio-frequency behaviour of 
long antennas in plasma is required for the planned WISP/HF Space 
Shuttle experiment. For the case in which the cylindrical dipole 
antenna in that experiment has a radius appreciably greater than a 
Debye length, some aspects of wave propagation along the antenna 
may be studied by assuming the metal antenna surface to be a flat 
plate. Adjacent to the metal plate is the ion sheath, an electron­
depleted region a few Debye lengths thick, and trapped waves which 
are essentially confined to the sheath region can propagate at 
frequencies below the electron plasma frequency. The propagation 
of these sheath waves, especially on wires, has been studied (for 
example, P. Meyer et al., Jour. Appl. Phys., Vol.45, 1974, pp.70o-
706), and non-collisional sheath losses have been studied insofar 
as their effects on short antennas are concerned (N. Meyer-Vernet, 
Doctoral thesis, University of Paris VII, France, 1976). Little is 
known about the attenuation of sheath waves, especially that part 
of the total attenuation which must be caused by charged-particle 
absorption at the metal surface. 

In order to investigate this aspect of sheath-wave propaga­
tion, an analytical model was developed using hydrodynamic theory. 
The sheath region was modelled as a warm plasma with a uniform 
density considerably lower than the homogeneous surrounding plasma. 
At the interface between the two regions--sheath and surrounding 
plasma--continuity of electric and magnetic fields, continuity of 
particle flux and continuity of power flux were imposed, implying 
that there will be no charge accumulation and no power dissipation 
at the interface. At the metal-to-sheath boundary, the continuity 
of electric and magnetic fields and an absorptive boundary condi­
tion were used. A dispersion relation was developed, from which the 
values for the propagation and attenuation constants were obtained. 
It was found that, for frequencies below plasma frequency, as 
frequency increases both propagation and attenuation constants in­
crease. For frequencies above plasma frequency the propagation 
constant approaches the electron-acoustic wave value and theatten­
uation drops rapidly after reaching a maximum just below the plasma 
frequency. An increase in sheath plasma density caused apronounced 
increase in the attenuation. As the metal-surface absorption coef­
ficient was increased from zero to one the attenuation increased 
considerably, showing that the surface absorption of electrons by 
the metal plate is the main loss mechanism in this model. The 
collision frequency contributed little to the attenuation constant, 
in comparison with the surface absorption. However, the collision 
frequency effect became more noticeable for a sheath plasma with a 
low density. It was also found that as sheath thickness is varied 
the propagation constant shifted in accordance with measurement 
(see G.A. Morin and K.G. Balmain, paper presented at this meeting). 
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H-1-5 

LOW-FREQUENCY SHEATH ADMITTANCE OF A 
SPHERE IN A COLLISIONLESS PLASMA 

R. Godard+ and J.G. Laframboise* 

+Royal Military College of Canada, Kingston, Ontario K7L 2W3 

* Physics Department and Centre for Research in Experimental Space 
Science, York university, Toronto, Canada M3J lP3 

A systematic theoretical study of the low-frequency sheath 
admittance of a spherical electrode immersed in a collisionless, 
nonflowing, Maxwellian plasma with no magnetic field is done for the 
following ranges of plasma parameters: nondimensional electrode DC 
bias potential -25 ~ e~p/kTe ~ 25, ion to electron temperature ratio 
o ~ Ti/Te ~ 1, electrode radius to Debye length ratio 0 ~ rp/AD~200. 
A surprising feature of the results is the existence of double and 
triple peaks in the sheath capacitance as a function of DC bias 
potential at certain values of rp/AD. The sheath capacitance also 
shows discontinuous behaviour when the DC bias passes through space 
potential, suggesting a method for measuring space potential. 
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NUMERICAL SIMULATION OF TIME-DEPENDENT 
SHEATH AROUND ELECTRODES IN COLLISIONLESS PLASMA 

A.C. Calder and J.G. Laframboise 
Centre for Research in Experimental Space Science 

and Physics Department, York University, Toronto, Canada 

1I-1-6 

We have developed a computer code for the simulation of spherical 
or cylindrical RF electrodes in isotropic collisionless plasmas. 
The velocity distribution of the plasma surrounding the electrode 
is approximated by a multiple water bag distribution. The instant­
aneous response of the plasma to a sinusoidal potential applied to 
the electrode is calculated in the electrostatic approximation. 
Transient and nonlinear effects can be modelled in this way. Data 
produced by the code include the instantaneous particle flux and 
electric field at the electrode surface, from which the RF admit­
tance is calculated. We present model current and admittance 
characteristics in the frequency range O.lwpe to 2wpe for spherical 
electrodes of radius 5 and lOAD' Corn?arison is made between small 
signal cases (RF amplitude O.lkT/e) and large signal cases (RF 
amplitude 2 or 3kT/e). Negative conductance is seen in some cases. 

We have also undertaken modifications of this code to model 
constant current RF signals as well as constant voltage RF signals. 
preliminary results from this work will be discussed. 
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H-1-7 
NONLINEAR BEHAVIOR OF THE WISP ANTENNA 

Real R. J. Gagne, 
Elect. Eng. Dept., Laval University, Quebec, Que., Canada. 

The behavior of the antenna during the Waves In Space Plasma 
experiment raises several questions, one of which is the problem 
of nonlinearity. Although amplitude and phase of the voltage and 
current at the input of each feed line (one for each arm) will be 
monitored and that the two waveforms will be sampled at v-l-f, 
these measurements, as will be shown, will not be easy to 
interpret if significant nonlinearity exists. 

For frequencies below the plasma frequency, the ionospheric 
plasma will appear resistive. Also, each arm of the antenna will 
behave like a cylindrical diode where the arm is the anode and the 
plasma is the cathode. During transmission, for a voltage larger 
than the break-point voltage, the junction will present a low 
impedance during the positive half cycle of the waveform and a 
high impedance during the negative half cycle. The issuing 
consequences can be illustrated by considering a length of 
transmission line which is driven by a sine-wave generator and 
terminated by an ideal diode. The diode will present a short 
circuit during the positive part of the incident voltage waveform 
and an open circuit during the negative part. As a result, both 
the voltage waveform and the current waveform at the input of the 
line will differ from that at the output, and the lack of 
similitude will be severe if the line is not electrically short at 
the applied frequency. A situation similar to that which has just 
been discussed exists not only with respect to the feed line but, 
also, with respect to the antenna itself. In effect, considering 
that each arm behaves like a cylindrical diode and also has 
transmission line properties, the current waveform and the voltage 
waveform observed at the input of each arm will not be easily 
related to the current and the voltage waveforms existing along 
the arm. The overall situation is further complicated by the fact 
that currents will Circulate, through the conductive plasma, from 
one arm of the antenna to the other and from the arms to the 
shuttle surface where nonlinear effects and charging of the 
non-conductive surfaces (insulating tiles) will also occur. 

It is realized that current and voltage waveforms, even if 
observed directly at the antenna terminals, will not yield easily 
interpretable information if nonlinearity significantly affects 
these waveforms. Clearly, a study is needed to at least establish 
the relative importance of the nonlinear effects with respect to 
the linear properties of the antenna. A study applicable at low 
frequencies, where all dimensions would be negligible with respect 
to wavelength, would yield such an information. 
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VELOCITY SPACE PLASMA INSTABILITIES EXCITED BY 
BARIUM RELEASES FROM CRRES 

Morris B. Pongratz 
Space Plasma Physics Group, Ess-8 

Los Alamos National Laboratory, MS D438 
Los Alamos, New Mexico 87545 

II-I-8 

The NASA-sponsored CRRES (Combined Release and Radiation 
Effects Satellite) mission provides an opportunity to study 
fundamental plasma instability processes using space as a 
laboratory without walls. Thermite barium releases at orbital 
velocity result in barium ion velocity space distributions with 
free energy available for conversion to wave energy. These 
distributions vary from unmagnetized counterstreaming beams to 
ring-shaped configurations with positive df/dv. The wave modes 
amplified by these unstable distributions vary in frequency from 
wei to the lower hybrid resonance frequency. They are generally 
electrostatic but some electromagnetic modes may grow close to the 
release at early times when the kinetic beta exceeds unity. 
Diagnostics onboard the CRRES vehicle will permit in situ 
measurement of relevant plasma and wave parameters. Remote 
optical, HF and VHF measurements can be planned over special 
ground-based facilities not normally accessible to sounding 
rockets. This paper will present configuration- and 
velocity-space distributions of barium ions as a function of time 
and space following a CRRES release from low earth orbit. The 
effects of collisions, photoionization, magnetic mirror force and 
gravity will be presented. Growth rates and wavelength of maximum 
growth for the various waves will also be discussed. 
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BEAM-PLASMA INTERACTIONS - LABORATORY EXPERIMENTS AND THEORY 

w. Bernstein 
Dept. of Space Physics and Astronomy 
Rice University 
Houston, TX 77251 U.S.A. 

A. Konradi 
Solar System Exploration Division 
NASA/Johnson Space Center 
Houston, TX 77058 U.S.A. 

This talk will describe several laboratory experiments and 
supporting theory intended to provide a good physical 
understanding of the behavior of energetic electron beams injected 
into the ionosphere-atmosphere system. Among the subjects to be 
discussed are: 

1) The convective and/or absolute nature of the interaction and, 
in particular, the occurrence of the absolute instability when 
the plasma frequency exceeds the cyclotron frequency. 

2) The threshold nature of the absolute instability as manifested 
in a critical beam current, neutral density, magnetic field 
strength, and pathlength to provide empirical scaling laws for 
different experimental cond·itions. 

3) Signatures of the interaction, including severe energy 
diffusion of beam electrons, but without significant pitch 
angle scattering, heating of ambient electrons, production of 
superthermal electrons, and the generation of intense Langmuir 
waves. 

4) Conditions for ignition of the beam plasma discharge (BPD) and 
its steady state characteristics. 

The relevance of these results to the flight experiments will 
be discussed. 
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RESPONSE OF IONOSPHERIC PLASMA AND ATMOSPHERE TO ELECTRON AND 
PLASMA BEAM INJECTION IN SEPAC/SPACELAB 1 

T.Obayashi, N. Kawashima, S. Sasaki, M. Yanagisawa 
and K. Kuriki 

The Institute of Space & Astronautical Science 
Tokyo, Japan 

Spacelab-l SEPAC electron beam and plasma beam injection 
experiment was performed from November 30 to December 6, 1983. 
Electron beam up to 5 keV and 0.3 A and MPD arcjet plasma were 
injected into the ionosphere along the orbit of an inclination of 
57. Diagnostics were plasma probes(Langmuir probe and floating 
probe), wave detectors(HF/VLF), electron energy analyser, 
photometer, vacuum gauge and high sensitivity TV camera. 
The shuttle charge-up due to the electron beam emission were 
detected by Langmuir probe, floating probe and energy analyser. 
The shuttle charge-up shows a strong dependence on the shuttle 
attitude with respect to the velocity vector. it has been 
revealed that not only the surface of the main nozzles(largest 
conductive surface on the shuttle) but also a cluster of small 
conductive segments over the payload bay are effective for the 
collection of the returning electrons from the ionospheric 
plasma. when the charge-up of the shuttle is large.The charge-up 
neutralization experiment using MPD arcjet was successfully 
performed and the dependence of the charge-up neutralization 
effect on various experimental parameters has been studied. A 
strong wave emission associated with the vehicle charging and 
the charge-up neutralization was also observed in VLF range and 
HF range. An anomalous increase of ambient plasma density was 
observed associated with a neutral gas ejection experiment and 
its relationship with critical ionization velocity phenomena will 
be discussed. 
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SOUNDER-ACCELERATED IONS OBSERVED ON ISIS-2 

H.G. James 
Communications Research Centre 
Department of Communications 
Ottawa, Ontario K2H 8S2 

Fluxes of ions with energies up to about 100 eV have been 
widely observed with the Soft Particle Spectrometer (SPS) on the 
ISIS-2 spacecraft. This energization is attributed to the 
negative potential induced on the spacecraft body by the rf pulses 
from the topside sounder, operating between 0.1 and 20 MHz. When 
the 3-rpm spin vector of the spacecraft is nearly perpendicular to 
the satellite's orbital plane, the SPS samples a wide range of a, 
the angle between the SPS axis and the flow velocity (wake) 
direction. At the highest observed ion energies, the SPS detects 
ions only near a = 0° for a given energy. The a-peak is narrower 
when the oxygen density in the ambient plasma is much greater than 
the hydrogen density. For decreasing ion energies, ions are 
detected in increasingly wider ranges of a. At the lowest 
energies with O+tdOminant, peaks. are obtained at a near both 0° 
and 180°; with H' dominant, the a-distribution is uniformly spread 
with a rather flat upper limit of flux. The form of the 
a-distributions suggests that ions are subject to a quasi-central 
force field on the front side of the spacecraft, but that they 
enter the SPS from a turbulent region inside a Mach cone on the 
wake side. 
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II-2-4 
PERTURBATIONS OF THE IONOSPHERE BY AN ARGON ION BEAM 

L.J. Cahill, Jr. 
School of Physics and Astronomy, University of Minnesota 

R.L. Arnoldy 
Physics Department, University of New Hampshire 

Two argon ion beam flights have been made in the auroral 
ionosphere. The argon beam carried a current of argon ions of 
order 100 ma with beam energy of order 30 volts. The results of 
the flights were quite different. In the first flight over a 
weak intermittent aurora, strong effects on electrons were noted. 
In this flight the gun remained attached to the main diagnostic 
payload. Two new populations of electrons appeared with each gun 
operation: 1) an isotropic population with peak energy near 400 
eV 2) a field aligned population below 100eV. Intense wave gen­
eration accompanied each gun operation. Broad band noise .1 to 
6 kHz was observed as well as broad band noise 1-10 mHz. In the 
second flight over several bright auroral arcs, the electron 
effects were less apparent. Argon ions were detected several 
hundred meters from the gun. An intense band of waves at 6 to 7 
kHz was observed during gun operations where the gun has separ­
ated from the main payload. After the first gun operation sev­
eral narrow lines were noted, independent of gun operation, in 
the range .1 to 3 kHz. 
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PLASMA DEPLETION IN IONOSPHERIC MODIFICATION EXPERIMENTS 

A.W. Yau and B.A. Whalen 
Herzberg Institute of Astrophysics 
National Research Council of Canada 
Ottawa, Ontario KIA OR6 Canada 

In ionospheric depletion experiments where chemically reactive 
vapors such as water and carbon dioxide are injected into the 
F-region to accelerate the plasma recombination rate and to reduce 
the plasma density, the ion composition in the depleted region is 
modified and photometric emissions are produced. In this paper, 
we compare in-situ ion composition, density and photometric 
observations from a number of ionospheric depletion experiments 
with predictions from model simulations. We discuss the implica­
tions of our observational and simulation results on current 
concepts of ionospheric depletion experiments. 
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WATERHOLE, AURORA MODIFICATION EXPERIMENTS 

B.A. Whalen, A.W. Yau 
Herzberg Institute of Astrophysics 
National Research Council of Canada 
Ottawa, Ontario KIA OR6 Canada 

M.B. Pongratz 
Los Alamos National Laboratory 
Los Alamos, NM 87545 U.S.A. 

H-2-6 

A series of perturbation experiments in which "holes" were 
created in the F region ionosphere by explosive releases of large 
quantities of water vapour, have been conducted to test theories 
of the electrodynamic structure of auroral arcs. The water vapour 
re 1 eases created 1 arge ("50 km di ameter) "ho 1 es" in the ionosphere 
in and near structured pre-midnight auroral arcs. It was antici­
pated that these "holes" would interrupt or perturb the ionospher­
ic current systems associated with the arcs and that this pertur­
bation would in turn affect the acceleration mechanism responsible 
for the aurora. Results from the successful rocket flights are 
presented and it is shown that significant modifications of the 
energetic electron precipitation patterns were induced by all 
releases. Various models and theories for the perturbation 
mechanism will be discussed. 
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II-2-7 

OPTICAL OBSERVATIONS OF THE AMPTE ION 
RELEASES FROM NEW MEXICO 

P.A. Bernhardt, M.B. Pongratz, J.H. Wolcott, R.A. Roussel-Dupre 
Earth and Space Sciences Division 

Los Alamos National Observatory, Los Alamos, NM 87545 

D.E. Beatty, R.C. Ramsey, R.L. Ireland 
Space Surveillance Group, MIT Lincoln Laboratory 

Stallion Range Center, Socorro, NM 87801 

In support of the Active Magnetospheric Particle Tracer 
Explorer (AMPTE) program, high-resolution, low-light-level optical 
stations were operated at three widely separated locations in New 
Mexico. The releases occurred at geocentric distances of 12 to 18 
earth radii. Long-focal-length tracking telescopes were used in 
conjunction with intensified, filtered cameras to trace the motion 
of the barium, lithium, and europium expelled from the AMPTE Ion 
Release Module (IRM). The optical stations were located at Los 
Alamos National Laboratory, at the MIT/LL Experimental Test Site, 
and at the southern end of the White Sands Missile Range. The 
typical telescope had a 5 meter focal length with a 0.42 meter 
aperture, yielding a 0.5 degree field of view. Electrostatic and 
microchannel-plate intensifiers with gains between 1000 and 50,000 
were mounted between the telescopes and the image recording 
instruments. Televisions were used for real time tracking of the 
events. Film and CCD image cameras provided permanent records for 
analysis. Narrow band interference filters were placed in front 
of the intensifiers to isolate the images of fluorescent neutral 
or ion species. Preliminary analysis of images from the barium 
release into the solar wind and from the barium or 
lithium/europium releases into the magnetotail will be presented. 
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EMISSIONS FROM ATOMIC OXYGEN STIMULATED 
BY CHEMICAL RELEASES INTO THE IONOSPHERE 

Paul A. Bernhardt 
Atmospheric Sciences Group 

Earth and Space Sciences Division 
Los Alamos National Laboratory 

Los Alamos, NM 87545 

II-2-8 

Every chemical release which depletes the F-layer of ions and 
electrons produces an enhancement in airglow from atomic oxygen. 
During the ionospheric depletion process, the atomic oxygen ions 
and electrons in the ionosphere are combined to form monatomic 
oxygen atoms in electronically excited states. Depending on the 
substance released, the chemical reactions may involve 
ion-molecule charge exchange, positive- and negative-ion mutual 
neutralization, ion-electron recombination and/or electron 
attachment. Each of these processes subtract part of the energy 
from the final excited state of the oxygen atom. The airglow 
emission wavelength is an indication of the excited state of the 
oxygen and, consequently, provides information about the chemical 
reactions involved in the ionospheric depletion processes. 

Examples of airglow stimulated by chemical releases are taken 
from experiments involving sounding rocket payloads, from rocket 
and shuttle exhaust vapors and from potential experiments 
involving the Combined Release and Radiation Effects Satellite 
(CRRES). The released species considered include H2 , CO2 , H20 and 
SF6. Each species produces a unique airglow signature at 
wavelengths ranging from ultraviolet (130.4 nm, 135.6 nm) through 
visible (553.5 nm, 630.0 nm) to near infrared (777.4 nm, 
844.6 nm). 
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WAVE INDUCED PARTICLE PRECIPITATION: 
AN OVERVIEW OF RECENT RESULTS 

U. S. Inan 
STAR Lab, Stanford University, Stanford, CA 

In recent years, the phenomenon of wave-induced precipitation of 
energetic radiation belt particles and its associated magnetospheric 
and ionospheric effects have received increased attention. The 
pitch angle scattering of the particles is believed to be a result 
of resonant interactions with various kinds of magnetospheric waves, 
including lightning-generated whistlers, spontaneous and triggered 
emissions and signals from man-made sources such as VLF transmitters 
and power lines. Recent experimental results include the direct 
satellite observation of electrons precipitated by man-made signals 
as well as whistlers, observations of subionospheric signal pertur­
bations caused by whistler-induced precipitation, observations of 
correlations between microbursts and VLF chorus, detection of 
correlations between VLF emission. bursts and photoemissions and 
X ray bursts, and associations between ELF/VLF emissions and ULF 
magnetic impulses. Theoretical modeling of the wave-induced scat­
tering process has advanced to a point where detailed dynamic energy 
spectrum of precipitation flux induced by waves with known spectral 
characteristics can be estimated. Comparisons of theory and recent 
satellite observations have enabled us to calibrate our models so 
that they can be better applied to interpret experimental data. 
In this paper, we present a brief overview of the topic, including 
the characteristics of magnetospheric waves that are believed to 
interact with and precipitate the energetic particles, the high­
lights of recent experimental and theoretical results and future 
opportunities for advancing our understanding of the scattering 
mechanisms and its implications in terms of the dynamics of the 
radiation belt particles and the coupling of the ionosphere and 
the magnetosphere. 
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THE SPECTRAL AND TEMPORAL CHARACTERISTICS OF 
RF RADIATION FROM LIGHTNING 

D. M. Le Vine 
Goddard Space Flight Center 
Greenbelt, Maryland 20771 

1I-3-2 

A single lightning flash is a composite of many individual 
events each of which radiates over a wide band of frequencies from 
a few kilohertz to hundreds of MHz. Some of these events, such as 
return strokes, have been studied in detail, but most are discharges 
of an incompletely understood nature occurring within the cloud. 
Early research has shown that the spectrum of radiation from the 
composite of these events peaks near 10 kHz and then decays roughly 
as (frequency)-l. Recent research has focussed on identifying 
the spectrum of the individual events in the flash. The spectrum 
of return strokes also appears to peak near 10 kHz and to decay 
inversely with frequency, although some controversy exists regard­
ing the high frequency behavior. 

A review will be given of the temporal and spectral structure 
of radiation from lightning using examples from the author's 
measurements for illustration. Then it will be shown that many of 
the spectral characteristics of the radiation can be explained with 
a conventional transmission line model for the discharge (current 
pulse propagating along the channel) as long as channel tortuosity 
is taken into account. 
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IONOSPHERIC ELECTRIC FIELD MEASUREMENTS OF LIGHTNING SPHERICS 
AND ASSOCIATED WHISTLERS 

C. L. Siefring and M. C. Kelley 
School of Electrical Engineering 

Cornell University, Ithaca, New York 14850 

On August 9, 1981 two sounding rockets performed simultaneous 
electric field measurements over an active nighttime thunderstorm. 
One rocket made measurements on the ionosphere (apogee 154 km) and 
the other rocket made measurements in the mesosphere (apogee 89 
km). No whistlers were detected by the instruments on the 
mesospheric payload although numerous whistlers were detected by 
the ionospheric payload. It is considered normal for unducted 
whistlers to be detected above but not below the ionosphere. 
However, similarities between ducted whistlers detected at Palma, 
Anartica (Carpenter, private communication 1983) just minutes 
before the rocket launces, indicate these whistlers are indeed 
ducted events. 

In this experiment we can directly compare the electric field 
intensity of a lightning spheric (in the ionosphere) to that of 
the whistler it creates. Futhermore, we can do this at virtually 
the same al ti tude and (therefore) in virtually the same plasma 
condi tions. Such a comparison reveals that the Signal strengths 
are similar (often within ten db over the entire frequency range) 
eventhough the whistler wave packet has travelled some 30,000 km. 
A crude path loss model indicates that a 30-40 db amplification 
has occured along the path. 

It is also possible to compare the amplitude of the lightning 
induced VLF with the VLF signals from the Annapolis (NAA) 
transmitter. In the ionosphere, the NAA transmitter signal had an 
amplitude of -1 mV/m while the lightning induced VLF (spherics) 
varied greatly in amplitude from 1-10 mV/m over the frequency 
range below 24 KHz. This and the fact that stimUlated emissions 
were associated with the returning whistlers strongly indicates 
that particle precipitation was induced by these events. 

These whistler and spheric observations suggest a new model for 
the generation of whistlers in situ above a thunderstorm cell. 
The interpretation we present here is that the area of the 
ionosphere above an active thunderstorm can be viewed as an 
aperature antenna. The spatial and temporal variations in the 
electric field on the aperature are prescribed by the penetrating 
transient electric fields from the lightning discharges. This 
antenna generates waves which propagate in the whistler mode with 
a variety of wave normal angles. If a duct is illuminated at the 
base of the protonosphere it will trap some of the energy, guide 
it to the other hemisphere and provide a return path for the 
signal. The returning signal is in the whistler mode and hence, 
due to its relatively short wavelength, will not be readily 
transmitted across the base of the ionosphere. 
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THE PRECIPITATION OF RADIATION BELT ELECTRONS 
BY VLF TRANSMITTERS, BY PLASMASPHERIC HISS, 

AND BY LIGHTNING WHISTLERS 

H-3-4 

W. L. Imhof, H. D. Voss, M. Walt, E. E. Gaines, J. Mobilia, 
and D. W. Datlowe 

Lockheed Palo Alto Research Laboratory 
Palo Alto, California 94304 

The frequency of occurrence of the various processes by which VLF waves precipitate geomagnetic electrons can be studied by the characteristic energy spectra of the precipitated elec­trons. In the inner radiation belt and the slot region it has been clearly demonstrated that ground-based transmitters precipi­tate electrons with narrowly peaked spectra, and that the energy of the peaks decreases rapidly with increasing L. In the slot region electrons are often precipitated by wave bands associated with plasmaspheric hiss and lightning whistlers.. The resulting energy spectra of the precipitated electrons have broad peaks with a similar L-dependence to those associated with trans­mitters. Using data from electron spectrometers on two low altitude satellites, we will show spectra attributed to each of these processes. The data provide a measure of the relative importance of the various loss mechanisms as a function of L, local time and geomagnetic ac tivity. 
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SATELLITE OBSERVATION OF LIGHTNING-INDUCED ELECTRON PRECIPITATION 
H. D. Voss, W. L. Imhof, M. Walt, J. Mobilia, Y. T. Chiu, 

E. E. Gaines, and D. W. Datlowe 
Lockheed Palo Alto Research Laboratory 

Palo Alto, California 94304 

Energetic electron precipitation bursts (100 ~ E ~ 1000 keV) 
from the earth's radiation belts have been observed with the 
low-altitude S81-1 satellite in association with terr~trial 
lig2tning flashes. The measured energy deposition (- 10 ergs 
cm ) of a single Lightning-induced Electron Precipitation (LEP) 
burst represents a reduction of 0.01 - .001% of the radiation 
belt population at L = 2.3 in the region covered by the burst 
magnetic field lines. A strong correlation is found between 
thunderstorm lightning flash events observed with the S81-1 391.4 
run photometer and the LEP bursts. A one-to-one correlation is 
found between whistlers observed at Palmer, Antarctica and LEP 
bursts observed on the satellite. In one case, a precipitation­
induced subionospheric VLF signal perturbation observed at Palmer 
is correlated with an LEP event observed 2000 km away in longi­
tude at the S81-1 satellite (Voss et a!" Nature, 312, 740-742, 
1984). -

Whistler waves (1-6 kHz) that undergo cyclotron resonance 
with radiation-belt electrons are believed to cause the first 
electron precipitation pulse of the LEP event. This pulse has a 
broadly peaked energy spectrum (100 < E < 200 keV at L = 2.3) and 
at 200 km altitude a narrow pitch angle distribution near 90

0
• 

Subsequent reflections and backscatterings in the northern and 
southern hemisphere produce a train of pulses (- 320 ms period) 
of diminishing intensity which make up the individual LEP event. 

The observed LEP peak resonance energies decrease with 
increasing L consistent with the variation in the equatorial cold 
plasma density in accordance with cyclotron resonance as well as 
the radiation-belt spectra. A study of the latitude variation of 
LEP events over North America indicates a maximum occurance 
frequency near L = 2.3 with a rather sharp equatorward cutoff at 
L = 2. This L-shell region of frequently observed LEP burst is 
found to be similar to the radiation belt slot region, the 
midlatitude electron zone and the region of efficient VLF 
transmitter-induced electron precipitation. 

In addition to the satellite observation of optical light­
ning flashes and LEP bursts in the vicinity of thunderstorms the 
satellite plasma probe also observed associated F-region irregu­
larities, TID variations p. - 200 km) and transient displacement 
currents that are thought to be induced by the transient light­
ning-induced electromagnetic electric field. The lightning 
associated transient electric fields are observed to have rise 
times faster than the instrument resolution of 64 msec and 
recovery times of several seconds. 
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DIRECT OBSERVATION OF MAGNETOSPHERIC ELECTRON PRECIPITATION 
STIMULATED BY LIGHTNING 

123 . 1 R. A. Goldberg, J. R. Barcus, L. C. Hale, and S. A. Curtls 

1Laboratory for Extraterrestrial Physics, NASA/Goddard Space 
Flight Center, Greenbelt, Maryland 20771, USA 

2 Department of Physics, University of Denver, Denver, Colorado 
80208, USA 

3Department of Electrical Engineering-CSSL, The Pennsylvania 
State University, University Park, Pennsylvania 16802, USA 

Magnetospheric electron precipitation stimulated by observed 
lightning flashes has been studied using rocket techniques. 
Simultaneous effects caused by the NSS VLF transmitter in 
Annapolis, Maryland were measured during the same experiment. 
The observations were conducted aboard a Nike Orion Rocket flight 
(NASA 31.042) launched from Wallops Island, Virginia, on August 
23, 1984 at 0911 UT. The payload, which was released for a para­
chute-borne descent near 100 km apogee, carried instrumentation 
to detect electrons, x-rays, electric fields, and VLF signals 
caused by lightning and/or the VLF transmitter. Payload aspect 
was monitored with a three axis magnetometer. The payload was 
launched during a period when thunderstorms were in progress over 
an extensive area covering the coastal regions of Virginia and 
North Carolina. Several lightning flashes have been identified 
during the first 5U seconds following deployment, at which time 
the payload was located above 90 km in the domain where energetic 
electrons could arrive with minimal atmospheric absorption. The 
first and strongest of the flashes was also observed by the East 
Coast Lightning Detection Network, which established it to be a 
cloud-to-ground stroke at 236.4 km range and 166.3 degrees south­
east of Wallops Island. A sequence of electron pulses was ob­
served to occur following each identified lightning flash. 
Electrons with energy thresholds of >40 and >135 keV were inde­
pendently measured with Geiger tube and x-ray scintillator detec­
tors, permitting comparison of measured delay times for the first 
pulse arrival with those expected theoretically in both energy 
ranges. Good agreement is found if ion-cyclotron resonance con­
ditions were met near the magnetic equator. The NSS VLF trans­
mitter was also operating in a pulsed mode (3 seconds "on," 2 
seconds "off") during the first 9 minutes of the flight, when the 
payload was above 40 km. Using superposed epoch analysis, x-ray 
data show the occurence of weak electron precipitations associ­
ated with the transmitter at lower energies than those associated 
with lightning. This is not unexpected since the NSS frequency 
(21.4 kHz) is well above that for the predominant VLF spectral 
peaks of lightning «10 kHz). 
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WAVE-PARTICLE INTERACTIONS AND THE DETAILED STRUCTURE OF 
LIGHTNING INDUCED ELECTRON PRECIPITATION 
112 3 S. A. Curtis, R. A. Goldberg, J. R. Barcus, and L. C. Hale 

1Laboratory for Extraterrestrial Physics, NASA/Goddard Space 
Flight Center, Greenbelt, Maryland 20771, USA 

2 Department of Physics, University of Denver, Denver, Colorado 
80208, USA 

3Department of Electrical Engineering-CSSL, The Pennsylvania 
State University, University Park, Pennsylvania 16802, USA 

A detailed study of the magnetospheric electron precipitation 
stimulated by observed lightning flashes, as recorded by a Nike 
Orion rocket flight launched from Wallops Island, Virginia on 
August 23, 1984 at 0911 UT, has been performed. This study has 
revealed a periodic structure in the electron precipitation flux 
through the use of fast-fourier transform filtering of the data. 
Specifically, the first precipitation peak occurred at a time 
delay after the observed lightning-induced spheric, equal to the 
computed whistler propagation time to the magnetic equator plus 
one quarter of the electron bounce period. Afterward, there were 
a series of 3 or 4 later peaks at time spacings equal to the full 
electron bounce period. This train of precipitation peaks was 
observed to follow each of the large lightning-induced spherics 
recorded during the rocket flight, and in two distinguishable 
electron energy ranges (>40 and >135 keV). The periodicity 
requires that the wave-particle interaction region be confined 
close to the magnetic equator. The results of an analysis of the 
peak amplitudes as a function of the number of bounce periods 
from the primary peak and of the energy dispersion of the peaks 
are presented. A comparison is made with earlier observations 
reported by Rycroft. It is concluded that after the initial 
wave-particle interaction in the equatorial plasmasphere and its 
associated precipitation, later precipitation peaks are the re­
sult of atmospheric backscatter of loss cone electrons. Since 
the observations are found to be dominated by the kinematics of 
electron and whistler flight times, it is not possible to exclude 
either collective effects due to plasma instabilities or single 
particle-wave type interactions induced by spheric-driven 
whistlers. 
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ENERGY-DEPENDENT ELECTRON PRECIPITATION IN THE SLOT 

A. L. Vampola 
The Aerospace Corporation 

P. O. Box 92957, Los Angeles, CA 90009 

Energy-dependent precipitation of energetic (-200 keY) electrons 
in the slot region of the radiation belts, which is interpreted as 
evidence of resonant interaction between the electrons and non­
ducted waves from VLF transmitters, has been studdied using 
data from the 53-3 satellite. Deconvolution of pitch-angle data 
permits determination of the longitude of the last interaction of 
the distribution with the atmosphere with relatively good accu­
racy « 20 in longitude). The majority of events are associated 
with the location of powerful VLF transmitters. The rest of the 
events have an equitorial pitch-angle cutoff equal to either the 
local atmospheric loss-cone angle or to the "mid-longitude anom­
aly" atmospheric loss-cone angle and cannot be traced back to the 
point of their origin. When statistical accuracy is sufficient, the 
high angular resolution of the 53-3 data permits an evaluation of 
the longitudinal distribution of the original precipitation event and 
thereby provides a measurement of the longitudinal distribution of 
field intensity above the ionosphere due to a given transmitter 
(under the assumption that the intensity of precipitation is propor­
tional to the strength of the VLF waves in the interaction region). 
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OBSERVATIONS AND MODELING OF WAVE-INDUCED 
PARTICLE PRECIPITATION 

T. J. Rosenberg 
Institute for Physical Science and Technology 

University of Maryland . 
College Park, MD 20742 

H-4(a)-2 

Wave-induced bursts of energetic electrons precipitated into 
the atmosphere have been detected with a variety of techniques. 
Our observations are of burst precipitation effects; e.g., 
bremsstrahlung x-rays, cosmic radio noise absorption, produced in 
the lower ionosphere by electrons with energies in excess of 10-
20 keV. In one study (conducted jointly with Dr. U. S. Inan, 
Stanford University) energy-time features of x-ray microbursts 
were examined and compared with test particle simulations of 
burst precipitation arising from the pitch angle scattering of 
trapped energetic electrons undergoing cyclotron resonance inter­
actions with VLF chorus. Simulations of the flux- and energy­
time profiles of direct and mirrored burst precipitation were 
obtained for reasonable plasma, energetic particle, and wave 
parameters. The observed spectrum variation within microbursts 
(softer spectrum at the peak energy influx) and the time dura­
tion of the bursts compare favorably with the characteristic 
signatures imparted to the precipitated electron pulse by the 
wave-particle interaction and the particle travel time from a 
near-equatorial interaction region. 

The characteristics of ionospheric absorption impulses 
arising from wave-induced particle precipitation and model 
computations of the effects of such precipitation on the 
subionospheric propagation of VLF radiowaves will also be 
discussed. 
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PRELIMINARY OBSERVATIONS OF TRIMPI EVENTS 
FROM ITHACA, N.Y. 

P. M. Kintner. J. Labelle, C. Siefring 
School of Electrical Engineering 
Cornell University, Ithaca, N.Y. 

"Trimpi" events are the name given to a phenomena 
where a receiver monitoring a VLF transmitter records 
a sudden change in signal amplitude (approximately 
1 sec) followed by a slower (a few 10's of sec) expodential 
recovery to the original signal amplitude. Trimpi 
events have been observed for over an decade and they 
may be explained by a model where lightning initiates 
a whistler which propagates into the deep magnetosphere. 
Somewhere near the magnetic equator the whistler resonates 
with electrons whose energy is the order of 10keV 
to a few 100keV and whose velocity is opposite to 
the whistler phase velocity. The resonant electrons 
then precipitate into the lower ionosphere near the 
original lightning stroke and change the shape of 
the D-region. This changes the phase path of a VLF 
signal which may be reaching a receiver by two or 
more phase paths. The receiver then sees a sudden 
amplitude perturbation which may be either positive 
or negative followed by a slow recovery as the D-region 
returns to its predisturbance profile. 

We have been observing Trimpi events on baselines 
between Ithaca and Annapolis, Maryland (21.4kHz and 
88kHz) and Ithaca and Cutler, Maine (24.0kHz). This 
configuration is unique since the Ithaca-Annapolis 
baseline is only 380km compared to the shortest baseline 
previously reported of 1800km. Our preliminary conclusions 
are that the Ithaca-Annapolis baseline is much more 
active than the Ithaca-Cutler baseline and that Trimpi 
events can be commonly observed 2 to 3 times per week. 
The 21.4kHz transmitter was monitored on 23 nights 
and Trimpi events were observed on 7 nights. The 
88kHz transmitter was monitored on 13 nights and Trimpi 
events were observed on 3 nights, all of them simul taneous 
with the 21.4kHz Trimpi events. The 24.0kHz trans­
mitter was monitored on 14 nights but Trimpi events 
were observed on only night. We are in the process 
of installing a digital data acquistion system so 
we soon expect to have a better statistical picture 
of Trimpi events on the eastern seaboard of the US. 
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MODELING THE EFFECTS OF ELECTRON PRECIPITATION 
ON VLF SUB IONOSPHERIC WAVE PROPAGATION 

A. Tolstoy 
Naval Research Laboratory, Code 5120 

Washington, D.C. 20375 

T. J. Rosenberg 
Institute for Physical Science and Technology 

University of Maryland 
College Park, MD 20742 

H-4(a)-4 

In this paper we will first discuss the capabilities and 
1 imita ti ons of the two-dimens i ona 1 Budden-Wa it-Pappert sub­
ionospheric VLF wave propagation model. Next we shall present 
results on applications of the model to situations for which 
VLF phase and amplitude changes have been observed to occur 
coincidentally with whistler activity, i.e., for Trimpi events. 
These events are believed to be the consequence of short-lived 
whistler-induced electron precipitation resulting in iono­
spheric density enhancement regions located primarily near the 
receivers. Early calculations with the model suggested the 
additional sometime presence of longer-term transmitter-induced 
precipitation. Consequently, both such effects have been 
included in the analysis and will be discussed. Finally, we 
shall propose extensions to the propagation model to treat the 
problem in three dimensions and subsequently allow for its 
application to the larger class of ionospheric situations now 
believed to be appropriate for the Trimpi effect. 
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RADIO LASING AT THE EARTH AND JUPITER 

w. Calvert, Department of Physics and Astronomy 
The University of Iowa, Iowa City, Iowa 52242 

'Lasing' implies the sustained oscillation of wave systems 
and the consequent emission of intense coherent beams. Aside from 
its intrinsic interest, evidence for lasing in nature could be 
crucial to explaining certain observed radiations. An inherent 
property of lasing, common to all oscillators and virtually in­
dependent of its causitive stimulated emission, is the production 
of discrete spectra. The Earth's auroral kilometric radiation 
('AKR', extending from about 50 to 600 kHz) and Jupiter's famous 
decametric radio emissions ('DAM', between about 0.5 and 40 MHz) 
both exhibit discrete spectra, the latter in the well-known 's" or 
'millisecond' bursts. Both spectra, moreover, tend to show the 
equal spacings which would be expected for adjacent longitudinal 
laser modes. Although previously attributed to resonant emission 
by bunched electrons, such discreteness of the AKR and DAM more 
likely implies that both of these planetary cyclotron emissions 
originate from lasing, albeit at radio rather than optical wave­
lengths. 
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THE EFFECT OF DIFFERENT DISTRIBUTION FUNCTIONS ON THE 

CYCLOTRON MASER INSTABILITY WITH APPLICATIONS 
TO AURORAL KILOMETRIC RADIATION 

H. K. Wong 
NASA/Goddard Space Flight Center 

Laboratory for Extraterrestrial Physics 
Greenbelt, MD 20771 

In recent years, motivated by the study of auroral ki10metric 
radiation (AKR), considerable work has been done calculating the 
growth rates of different wave modes excited by the cyclotron 
maser instability. Most of these calculations are performed using 
particular forms of distribution functions that suit specific 
purposes. However, at least three different free energy sources 
have been identified in the AKR source regions: the upward loss 
cone, the ring distribution, and the hole distribution. It is 
important to determine how each free energy source contributes to 
the diversified AKR phenomena observed. In this study, growth 
rates of different wave modes are calculated using different 
distribution functions. Our resu1 ts indicate that the growth 
rates are very sensitive to the form of distribution function 
chosen. We believe that many AKR observations can be explained by 
assuming multiple free energy sources rather than the upward loss 
cone alone. 
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Washington. DC. USA 
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EXPERIMENTS ON VLF WAVE GENERATION 
MECHANISMS IN THE MAGNETOSPHERE 

R. A. Helliwell 
Space, Telecommunications, and Radioscience Laboratory 

Stanford University, Stanford, California 94305 

Experiments using the VLF transmitter at Siple Station, Antarctica have 
shown that coherent VLF signals can be amplified 30-50 dB in the magne­
tosphere and can trigger strong emissions. However, when the input signal 
is modulated in frequency or amplitude the output tends to be reduced and 
new frequencies lllay be generated. Two new modulation experiments re­
veal effects that may help to explain several features of the natural noise 
background, including VLF hiss and chorus. 

In the first experiment two carriers are transmitted through magneto­
spheric ducts to Roberval, Quebec, with spacings of t:.J = 5-45 Hz. Side­
bands up to 7th order often are generated and they may exceed the intensity 
of either input signal. The sidebands are attributed to triggering of an emis­
sion by each beat and suppression of that emission by the following beat. An 
interesting feature of this experiment is an almost total absence of growth 
of the input frequencies, indicating that nearly all of the emission energy is 
confined to the sidebands. The amount of sideband energy created in this 
way can exceed the energy in the input signals. 

In the second experiment the frequency of an approximately constant­
amplitude carrier is randomly changed every 10 ms over a frequency band 
limited centered on a frequency of, typically, 4 kHz and limited to a range 
of 400 Hz or less. This sequence of frequencies is repeated every second. 
Dispersion in the magnetosphere mixes the phases and group delays of these 
10 ms elementary wave trains causing the spectrum to approximate band­
limited hiss. From time· to-time short sequences of 3 or 4 of the 10 ms 
elements appear to link together in a chain that may extend well beyond 
the last element. The resulting emission resembles a typical chorus element. 
Each such chain usually repeats over many cycles of the one second random 
sequence. Chains are attributed to favorable relative phasing and group 
delays of the component elements that make the input pulse sequence look 
approximately like a frequency ramp. Changing dispersion, due probably to 
duct drift, alters these relations causing particular sequences to die out and 
be replaced by others. 

These two experiments taken together suggest an interesting connection 
between mid· latitude hiss and chorus. Hiss elements consist of chorus-like 
emissions that overlap one another in time, as in the sideband mechanism 
of the first experiment. Chorus elements are created from the serial linkage 
of hiss elements having favorable phase relations. When these chains grow 
beyond the triggering threshold new emissions are generated. The process 
repeats when echoing is present. Thus the commonly observed mixture of 
mid· latitude hiss and chorus in the same band can be understood and the 
same coherent·wave mechanism can be employed to explain both. 
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VLF HISS SOURCE LOCATION BY MULTIPLE 
OBSERVATIONS ON LONG-LIFE BALLOONS 

R.L.Dowden, Physics Department, University of Otago 
Dunedin, New Zealand 

R.H.Holzworth, Geophysics AK-50, University of Washington 
Seattle, WA 98195, U.S.A. 

H-5-2 

VLF Hiss recorders were flown in six high-altitude (25 km), super 
pressure balloons which remained aloft for several weeks drifting 
some ten thousand kilometres westward of the launch site at 
Christchurch, New Zealand. All longitudes and latitudes of 35°S 
to 800 S were scanned. Simultaneous observations on several 
balloons and ground stations enabled location of the predominant 
regions in which VLF hiss enters the earth-ionosphere wave guide. 
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IMPULSIVE ELECTRON PRECIPITATION CAUSING AURORAL PULSATIONS 

R.N. Singh 
Applied Physics, Institute of Technology 

Banaras Hindu University, Varanasi-221005, India 

Reported features of auroral pulsations and various 
simultaneous wave phenomena in the auroral region, their conjugate 
point and along the connecting geomagnetic field lines have been 
reviewed. The simultaneity of recorded intensity variations of 
VLF waves, optical intensity emitted by excitations of atoms and 
molecules and influx of precipitating electrons seem to establish 
the interaction of gyrating electrons and their periodic 
energization due to the presence of magnetospheric VLF waves. 
Accounting for relativistic variation of electronic mass, it is 
shown that the electron motion in the presence of whistler mode 
VLF waves conforms to a motion in the pseudo-potential trough. 
The interacting electron in the presence of magnetospheric VLF 
waves thus gives rise to a periodic energization of electrons 
(C.S. Roberts and S.J. Buchsbaum, Phy. Rev., 135, 381, 1964). 
The electron-wave resonance condition once established continues 
for the major part of the gyrating electron trajectory. The 
oscillatory energized electron fluxes are produced almost all 
along the entire geomagnetic field lines. The pitch angle 
scattering of electrons in the presence of magnetospheric waves 
may only alter the flux of oscillating energetic electrons. The 
period of this energy oscillation is found to depend on the 
strength of the VLF waves, plasma density and geomagnetic field 
strength in the interaction region of the magnetosphere. It is 
shown that the non-linear wave-particle interaction is capable of 
explaining the observed features of auroral flickers and auroral 
pUlsations. 

The precipitating energetic electrons give rise to rich optical 
emissions and their intensities also change accordingly. Recent 
reports establish the correlation of optical emission intensity 
and VLF wave intensity in the conjugate region (J.H. Doolittle 
and D.L. Carpenter, Geophys. Res. Letters, 12, 611, 1983). The 
localised instability mechanisms of intensity variations of 
auroral emisSions seem to play a less important role and under 
suitable conditions these mechanisms at best may play the 
secondary role of decreasing or increasing the frequency and 
intensity of auroral pulsations. 
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ELECTRON ACCELERATION BY 
MODE CONVERTING WHISTLER WAVES 

J.E. Maggs, G.J. Morales, A. Banos and M. Shoucri 
University of California at Los Angeles 

Los Angeles, California 90024, U.S.A. 

JI-5-4 

The structure of electrostatic waves near plasma resonance is 
analyzed for a plasma with a longitudinal density gradient. The 
fourth order differential equation governing their behavior is ob­
tained by retaining thermal corrections in the parallel component 
of the dielectric tensor. It is found that waves with frequencies 
less than the electron gyrofrequency (i.e. electrostatic whistler 
waves) launched from inside the plasma mode convert at plasma 
resonance entirely into short wave length thermal modes. The 
detailed structure of the electric field of the mode converting 
whistler wave near plasma resonance is obtained analytically. The 
acceleration of thermal electrons by the large electric fields 
produced near plasma resonance in the mode conversion process is 
studied numerically. Mode conversion of· electrostatic whistler 
waves can create energetic tails in the electron distribution. 
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A TWO SATELLITE STUDY OF A LONG DURATION PULSATION EVENT 

J. F. Fennell1, A. Korth2 , D. Croley, Jr.l 
and B. Ledley3 

Space Sciences Laboratory, THE AEROSPACE CORPORATION 
P. O. Box 92957, Los Angeles, CA 90009 

2Max Planck Institut fuer Aeronomie, 
D-3411 Katlenburg-Lindau 3, West Germany 

3Goddard Space Flight Center 
Greenbelt, MD 20771 

This paper emphasizes the B field and particle observations 
made by the GEOS-2 and SCATHA spacecraft during the 14 November 
1979 pulsation event. GEOS-2 and SCATHA were 900 apart in 
longitude. SCATHA and GEOS-2 both observed the pulsation 
starting at -0600 UT on 14 November with GEOS-2 near 9 MLT and 
SCATHA near 17 MLT. The B field oscillations disappeared at 
SCATHA after 1.5 hours near 18.6 MLT and then reappeared at 1500 
UT when SCATHA entered the morning local time region. They were 
then observed by SCATHA for the next -12 hours. The pulsation 
was seen continuously at GEOS-2 until -1800 UT near 20 MLT. 
The pulsation observed at GEOS-2 on the morning side had nearly 
pure transverse B field oscUla tions ( .::l BH - 2.8 nT, .::l BD 
-.::lBV 11.2 nT) with a frequency of 1.8-2.0mHzwhileBH 
showed significant amplitude at -1.8 mHz and -3.6 mHz. At 
GEOS-2 the pulsation amplitude became small and the frequency 
doubled near 1500 UT about 3 hours before they terminated. The 
amplitudes of the B field oscillations measured early at SCATHA 
were very small with a frequency near 2.0 mHz. On the morning 
side SCATHA observed compressional oscillations with a frequency 
of 1.6-2.0 mHz. At both satellites the energetic particle flux 
oscillations were generally out of phase with the B field 
oscillations (Jmax at Bmin). The electron and ion 
oscillations were in phase. At GEOS-2 the particle oscillations 
had a frequency of -3.6 mHz but the peak to minimum flux 
difference was smaller every other period, indicative of a lower 
frequency component. In the SCATHA data weak energy dependent 
phase lag is apparent between the particles and B field. There 
is also evidence for a higher frequency component of 3.2-4.0 
mHz. While many features of the event are consistent with a 
drift mirror instability for producing the waves observed by 
SCATHA, calculations using the ion angular distributions and 
covering the energy range from -70 eV to 300 keV indicate the 
instability criterion is not met. The Kelvin-Helmhotz 
instability criterion was also considered for this event and 
ruled out by Higbie, et al. (J. Geophys. R., !l1., 2337, 1982.) 
These and other features of the event will be discussed in 
detail. 
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The Polarization of ULF waves at the Polar Cusp 

John V. Olson 
Geophysical Institute 
University of Alaska 

Fairbanks, Alaska 99701 

1I-5-6 

In the fall of 1982 digital pulsation stations were placed 
in operation at Cape Parry (MLAT = 73.8) and Mould Bay (MLAT = 
79.3) Canada by the University of Alaska. The stations are 
instrumented with fluxgate and induction coil magnetometers and 
riometers. At Cape Parry, nearly every day, a broad band of 
ULF pulsations are observed near local noon. We believe this 
spectrum is associated with the polar cusp. The pulsation 
spectrum shows broad maxima near 5 mHz and 40 mHz. We are in­
vestigating the polarization states of the dominant signals in 
these bands. We believe the 40 mHz band probably represents 
direct transmission of part of the turbulent magnetosheath 
spectrum to the ground. The lower frequency band probably re­
flects magnetopause boundary phenomena including surface waves 
and flux transfer events. 
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GENERATION OF ELECTROSTATIC NOISE IN 
THE PLASMA SHEET BOUNDARY 

P.B. DUSENBERY (Dept. of Astrophysical, Planetary, and Atmospheric 
Sciences, Univ. of Colo., Boulder, CO 80309) 
L.R. LYONS (The Aerospace Corp., P.O. Box 92957, Los Angeles, CA 
90009) 

The acceleration of current sheet ions in the geomagnetic 
tail results in distributions of ions, highly peaked in energy at 
several keV, streaming earthward on the outer edge of the plasma 
sheet. The earthward streaming ions outside the loss cone will 
mirror and return towards the neutral sheet. Counter-streaming ion 
beams may therefore be present. The dominant current sheet ions 
are hot H+ and He++ ions. During times of geomagnetic activity the 
ionosphere is an important source of magnetospheric ions. 
Observations of cold (lO-50eV), streaming «lkeV) ionospheric ions 
have been made in the plasma sheet boundary layer. The dominant 
ions of ionospheric origin are cold H+ and 0+ ions. 

The major wave dispersion branches of the electrostatic mode 
are: the ion acoustic, the whistler, and the upper hybrid. Results 
of a comprehensive study modeling the generation of electrostatic 
noise in this region of geospace will be presented with particular 
emphasis on the role the ionosphere plays. 

Observations of broad band electrostatic noise will be shown 
to be a result of a negative energy slow beam acoustic mode 
instability excited by cold, streaming ionospheric ions. Heating 
rates for both electron and current sheet ion populations will be 
given. The formation of the hot central plasma sheet may be a 
result of the diffusion of ions and electrons resonant with the 
slow beam acoustic mode. 
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A NEW SOURCE FOR EXCITATION 
OF KINETIC WAVES IN A MAGNETO PLASMA 

WITH A NONUNIFORM ELECTRIC FIELD 

G. Ganguli, Y.C. Lee*, Science Applications International 
Corporation, McLean, VA 22102, 
P. Palmadesso, Plasma Physics Division, Naval Research 
Laboratory, Washington, D.C. 20375 

H-5-8 

We discuss a new source to excite kinetic waves (ion Cyclotron, 
Lower hybrid, etc) in a magnetoplasma with a localized electric 
field perpendicular to the external magnetic field. In the 
absence of the electric field the mode energy is positive while 
in the presence of a uniform electric field perpendicular to 
the magnetic field the wave energy can be negative. However, 
when the electric field is nonuniform, it is possible for a 
finite region of space (over which the electric field is 
localized) to be of negative wave energy density surrounded by 
regions of positive wave energy density. A nonlocal wave 
packet couples the two regions so that a flow of energy from 
the region of negative wave energy,to the region of positive 
wave energy will cause the mode to grow. This gives rise to 
the instability. 

This work is supported by the Office of Naval Research and 
NASA. 

*Permanent address: 
20740 

University of Maryland, College Park, MD 
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1 A WATER VAPOR RADIOMETER FOR VLBI CALIBRATION. A.K. Wu. I.F. Diegal. W.M. Golding. Bendix Field Engineering Corporation. Columbia. MD, USA 
2 MILLIMETER WAVELENGTH VLBI. A.C.S. Readhead. A.T. Moffet. C.R. Masson. Califomia Insti­tute of Technology, Owens Valley Radio Observatory. Pasadena, CA. USA; D.C. Backer. M. Wright. R. Plambeck. University of California. Radio AStronomy Laboratory. Berkeley. CA. USA; J.M. Moran. Harvard-Smithsonian Center for Astrophysics, Cambridge, MA, USA; A,E.E, Rogers. Haystack Obser­vatory, Westford, MA. USA; C,R. Predmore. University of Massachusetts, Amherst, MA. USA 
3 APERTURE SYNTHESIS USING ORBITING TELESCOPES. T.B.H. Kuiper. S.P. Synnott. R.P. Linfield. G.M. Resch. E.F. Tubbs. California Institute of Technology. Jet Propulsion Laboratory, Pasadena, CA. USA 
4 QUASAT, B,F. Burke. MIT, Dept. of Physics, Cambridge, MA. USA; A.C.S. Readhead. A.T. Moffet. California Inst. of Technology, Owens Valley Radio Observ" Pasadena. CA. USA; F. Jordan. R.A. Preston. California Inst, of Technology, Jet Propulsion Lab" Pasadena, CA. USA; K.J.J. Johnston. Naval Research Lab" Washington, DC, USA; K.I.K. Kellerman. National Radio Astronomy Observ, Green Bank, WV; J.D. Rommey.Max-Plank Inst. fiir Radiostronomie. Bonn, FRG; D.C. Backer. University of California, Radio Astromony Lab" Berkeley, CA. USA; M.J. Reid. Harvard-Smithsonia Ctr. for Astrophys .. Cambridge, MA. USA 
5 A PROGRESS REPORT ON THE VERY LONG BASELINE ARRAY. P. Napier. National Radio As­tronomy Observatory, Socorro, NM, USA 
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A WATER VAPOR RADIOMETER FOR VLBI CALIBRATION 

Albert K. W-J., Irvin F. Diegel, vlilliam M. Golding 
Bendix Field Engineering Corporation 

One Bendix Road 
Columbia, I"iaryland 21045 

A dual chaThlel water vapor radiometer operating at 20.7 and 31.4 
Ghz has been developed lliider contract to the NASA Crustal 
Dynamics Project for use as a VIBI calibration source. This 
instrument allows both b'1.e water vapor and liquid water content 
of the atmosphere to be estimated along tl1e pat.'1 of interest. 
This measurement of water content may b'1.en be converted to an 
excess propagation aela] which affects the VLBI observables. 
Typical excess zenitl1 path delays range from 60 psec to over 600 
psec ai1d are highly variable with site, season and meteorological 
conciitions. 

The first of t.'1ese instrurneats is currently lli.dergoing field 
tests at the Mojave Base Station at Goldstone, California. We 
will present engineering results from these tests as well as 
recovered path delays. Prelimenarj tests and laboratorj 
;neasureii1ents have indicated that the IWR has a sensitivity limit 
of 0.7 deg. K. The hot loads are stable to a few millidegrees per 
diiY while tl1e outside temperature ranges from -30 C to +50 C. 
System te;nperatures are near 500 deg. K. in each channel. 
Algoriti1il1s for accurate delay corrections are currently being 
developed for NASA by miother contractor. 

The \lNR microwave package is mounted on a CNO axis, 
servo-controlled mount. This package is temperature controlled 
with a b'1ermal isolation factor of greater t.'1an 60. The control 
electronics, power supplies mId control microcomputer are 
packaged in a rack which may be located in any convenient indoor 
location. 

Three additional w\TRs are expected to be deliverea to the Crustal 
Dynamics Project during- the first half of 1985. These instruments 
will be deployea at selected VLBI sites in support of project 
observing activities. 
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MILLIMETER VLBI 

D. Backer (UC Berkeley), C. Masson (Caltech), A. Moffet 
J.Moran (CfA) , R. Plambeck (UC Berkeley), R. Predmore 
A .. Readhead (Caltech), A. Rogers (Haystack), M. Wright (UC 

J-1-2 

(Caltech), 
(UMass), 
Berkeley) 

Interferometry at 90 GHz with intercontinental baselines provides a new probe 
of active galactic nuclei capable of subparsec resolution. Our October 1981 experi­
ment detected one object, 3C84, on one baseline with 0.001" resolution .. Our April 
1983 experiment detected four sources, 3C84, 3C273, OJ287 and OV-236, on three 
baselines with maximum resolution of 0.005". In April 1984, 3C273 was detected on 
Massachusetts to California baselines with 0.0002" resolution. Scientific and tech­
nical achievements from these past experiments and the March 1985 run will be 
summarized. 
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APERTURE SYNTHESIS USING ORBITING TELESCOPES 

T. B. H. Kuiper, S. P. Synnott, R. P. Linfield, 
G. M. Resch, E. F. Tubbs 

Jet Propulsion Laboratory 
California Institute of Technology 

A study was carried out to determine the feasibility, with current 
technology, of performing aperture synthesis using two telescopes in 
coordinated Earth orbits separated by ~ 10 m to 1 km. .The objective 
was to determine whether there is a practical alternative to a very 
large deployed servo-controlled submillimeter telescope (i.e. the 
Large Deployable Reflector--LDR) for obtaining high resolution 
submillimeter images of astronomical sources. We find that suitable 
classes of orbits exist which can provide good UV coverage over the 
entire sky. 

In many cases, a constant difference in one or more of the orbital 
parameters combined with apsidal precession can give complete UV 
coverage out to a maximum baseline length. In the case of circular 
orbits, a linear increase in the mean anomaly difference between 
the two spacecraft, achieved by a single thrust, can fill the UV 
plane in a relatively short period of time. An exponential spiral 
coverage can be achieved by a very low level constant thrust. 

The most difficult task appears to be the real-time determination 
of the orientation of the baseline vector in a stable coordinate 
system. We have identified a plausible scheme for the determination 
of an arbitrary direction to within O~003 in the astrometric coordi­
nate system to be established by the planned HIPPARCOS miSSion. A 
cluster of high-precision star trackers would track selected 
HIPPARCOS stars, while one cluster member would record the motion 
of the distant spacecraft. The relative pOSition of the spacecraft 
tracker would be calibrated against a HIPPARCOS star before the 
spacecraft passes through the field-of-view. This scheme not only 
makes submillimeter interferometric image reconstruction possible, 
but should have numerous other applications. 

The most practical scheme for correlation of the wide-band signals 
appears to be to do it in space, returning the correlation coeffi­
cients to Earth for further processing. A hybrid filter-bank/auto­
correlator and an acousto-optic correlator appear to be possible 
with the current state-of-the-art. 
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A PROGRESS REPORT ON THE VERY LONG BASELINE ARRAY PROJECT 

Peter J. Napier 
National Radio Astronomy Observatory 

Socorro, New Mexico, USA 

The Very Long Base 1 i n e Array (V L B A) r adi 0 tel esc 0 p e , 
whose construction is scheduled to begin in April 
198'5, is an array of ten antennas separated by distances 
up to 8300 km. The antennas will be located in Puerto 
Rico, near Haystack (Massachusettst, North Liberty 
(Iowa), Fort Davis (Texas), Los Alamos (New Mexico), 
Pie Town (New Mexico), Kitt Peak (Arizona), Oroville 
(Washington), Owens Valley (California) and on the 
Island of Hawaii. The reflector surfaces of the 
25m diameter antennas will be sufficiently accurate 
so as to be usable at frequencies up to 86 GHz. 

The receiver and feed design will allow observations 
in eleven bands centered on the frequencies 327 MHz, 
610 MHz, l.55 GHz, 2.3 GHz, 4.8 GHz, 6.1 GHz, 8.4 
GHz, 10.7 GHz, 14.9 GHz, 23 GHz and 43 GHz, although 
not all of these receivers l-lill be built during the 
initial construction project. Accurate time will 
be provided at each antenna by a hydrogen maser clock. 
The signals received by the antennas will be recorded 
on longitudinal tape recorders capable of recording 
100 ~1bitlsec for 12 hours without a tape change. 
The correlator used to combine together the signals 
from the antennas will be capable of producing 512 
spectral channels for each of the 45 interferometer 
baselines available from 10 antennas or 128 spectral 
channels for the 190 baselines available 'lith 20 
antennas. 

During the talk an overview of the current design 
of the VLBA will be presented and the current schedule 
for the project will be discussed. 
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Feeds 

A,M, 

URSI COMMISSION J - SESSION J2 

8:30 - 12:00 
LAW 157 

Chairperson/President: W,J, Welch, University of California, Berkeley, CA, USA 
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Sources primaires 
de radiotelescope 

1 NEAR-MILLIMETER WAVE IMAGING ARRAYS, D,B_ Rutledge, C.E, Zah, California Institute of 
Technology, Division of 'Engineering and Applied Science, Pasadena. CA, USA; N.C, luhmann Jr .. 
University of California, Dept. of Electrical Sciences, Los Angeles, CA, USA 

2 APERTURE EFFICIENCY ENHANCEMENT IN A CASSEGRAIN SYSTEM BY MEANS OF A DIELEC­
TRIC LENS. J.A. Hudson, University of California, Radio Astronomy Laboratory, Berkeley, CA, USA 

3 ANTENNA EFFICIENCY IMPROVEMENTS AT GREENBANK. J.R. Fisher, National Radio Astronmy 
Observatory, Greenbank, WV, USA 

4 DIFFRACTION ANALYSIS OF A PROPOSED NEW DUAL-REFLECTOR FEED FOR THE SPHER­
ICAL REFLECTOR ANTENNA IN ARECIBO_ P.-S. Kildal, Norwegian Institute of Technology, Elec­
tronics Research Laboratory, Trondheim, Norway 

5 EXPERIMENTS ON PHASED ARRAY FEEDS. 5, Dmitrevsky, J.l. Yen, University of Toronto, 
Toronto, ON 
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NEAR-MILLIMETER WAVE IMAGING ARRAYS 

D.B Rutledge, C.E. Zah and N.C. Luhmann, Jr. 
D.B Rutledge and C.E. Zah are with the Division of Engineering and Applied Sci­
ence, California Institute of Technology, Pasadena, CA. N.C. Luhmann, Jr. is with 
the Department of Electrical Sciences, University of California, Los Angeles, CA. 

Near-millimeter wave imaging arrays show much promise for plasma diagnostics, 
military applications, and radio astronomy. The idea is that an image is focused 
onto an array of antennas, each with its own detector, and the signal received by 
the antennas is interpolated to form an imaging. These systems have potential 
advantages over mechanically scanned systems that may either be too slow to see a 
fast event or require a integration time that is too long. This approach is particularly 
suited for submillimeter and millimeter wavelengths, where the antennas in the array 
may be made as thin-film metal patterns and may be integrated monolithically with 
the detectors. 

Several diffferent arrays for frequencies ranging from 90 GHz to 3000 GHz have 
been developed. These arrays have demonstrated diffration-limited resolution and 
system efficiencies of 50 per cent. Polarimeter arrays that image polarization as well 
as intensity have also been demonstrated, as well as interferometers that generate 
realtime phase holograms of tokamak plasmas. The arrays have been integrated 
with microbolometer detectors at the higher frequencies and GaAs Schottky diodes 
at the lower frequencies. Recent results by others with superconducting tunnel 
junction receivers indicate that it should be possible to make submillimeter-wave 
imaging arrays with the sensitivity that is needed for radio astronomy. 
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APERTURE EFFICIENCY ENHANCEMENT IN A CASSEGRAIN SYSTEM 
BY MEANS OF A DIELECTRIC LENS 

Jerome A. Hudson 
Radio Astronomy Laboratory, University of California, Berkeley 

For Cassegrain radio antenna systems with equivalent focal ratios ~ f:3.0, illu­
minated with Gaussian or cos" 0 feed patterns, it is possible to achieve a boost in 
aperture efficiency from ~ 55% to better than 90%. by means of a dielectric lens. 
The lens, of weak optical power, but strongly aspherical figure, is placed a short 
distance in front of the feed. The aberrations (defocussing and spherical) intro­
duced by the lens are balanced by displacing the secondary mirror. The wavefront 
at the secondary is rendered more uniform in amplitude, with fairly sharp cutoff at 
the edges. The is some (~3%) spillover. The design method used by the author 
employs a fast algorithm (using FFT) for evaluating the scalar diffraction integral. 
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ANTENNA EFFICIENCY IMPROVEMENTS AT GlEENBANK 

J.R. Fisher 
National Radio Astronomy Observatory 

Greenbank, WV, USA 

Abstract not available at time of printing/ 
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DIFFRACTION ANALYSIS OF A PROPOSED NEW DUAL-REFLECTOR 
FEED FOR THE SPHERICAL REFLECTOR ANTENNA IN ARECIBO* 

Per-Simon Kildal 
Electronics Research Laboratory (ELAB) 
Norwegian Institute of Technology (NTH) 

N-7034 Trondheim-NTH, Norway 

The existing line feeds for the 1000 ft diameter 
spherical reflector antenna of the Arecibo observatory 
have very narrow frequency bandwidth. This can be 
improved by replacing the line feeds with a proposed 
new dual-reflector feed system. This consists of horn 
antennas plus two shaped feed reflectors which correct 
for the aberations introduced by the spherical 
reflector. The beam of the Arecibo antenna is steered 
by moving the feed so that it illuminates different 
regions of the 1000 ft spherical reflector. This beam 
steering is limited because of the additional pick-up 
of ground noise when the illuminated aperture starts to 
spillover the spherical reflector. The maximum beam 
steering is larger the smaller the area of the 
illuminated aperture is. This compromise between 
steering and gain can be improved by using an 
elliptical illumination of the spherical reflector 
rather than the circular one obtained with the line 
feeds. The elliptical illumination can be realized with 
the new du~l-reflector feed system by shaping of the 
reflectors. Furthermore, the dual-reflector feed system 
have much smaller ohmic losses than the line feeds. 
Alltogether this means that the dual-reflector feed 
system can provide an almost 3 dB improvement of the 
sensitivity of the telescope. 

The performance of the dual-reflector feed system will 
be reduced at low frequencies due to diffraction. The 
purpose of this paper is to present introductory 
calculations of these diffraction effects. These 
calculations are needed for optimization of the 
reflector geometries and for determination of the lower 
frequency limit. For these calculations a new secondary 
asymptotic diffraction theory is developed. By this 
theory secondary diffraction results like increased 
spillover and reduction in aperture efficiency can be 
found, without knowing the exact shapes of the 
reflectors and without time-consuming numerical 
integration of diffracted fields over the reflectors. 
The theory is also applied to the existing line feeds, 
in order to justify the accuracy of the theory by 
comparison with straight forward numerical integration. 

-This work 
Ionospheric 
Norwegian 
Research. 

was supported by the National Astronomy and 
Center, USA, and by scholarship from the 
Council for Scientific and Industrial 

573 



J-2-5 

EXPERIMENTS ON PHASED ARRAY FEEDS 

S. Dmitrevsky, J.L. Yen 
University of Toronto 

Toronto, ON 
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Chairperson/President: A.T. Moffet. California Institute of Technology. Pasadena. CA. USA 

RADAR OBSERVATIONS OF THE RINGS OF SATURN. R.M. Goldstein. R.F. Jurgens. Jet Propul­
sion Laboratory. Pasadena. CA. USA 

2 COMPUTED SCINTILLATION SPECTRA FOR STRONG SCATTERING DURING ATMOSPHERIC 
OCCULTATIONS. D.P. Hinson. Stanford University. Center for Radar Astronomy. Stanford. CA. USA 

3 OBSERVATIONS OF INTERPLANETARY DISTURBANCES USING SPACECRAFT DOPPLER SCIN­
TILLATIONS. R. Woo. California Institute of Technology. Jet Propulsion Laboratory. Pasadena. CA. 
USA 

4 INTERFERENCE TO RADIO ASTRONOMY FROM SATELLITE SYSTEMS. V. Pankonin. National 
Science Foundation. Washington. DC. USA 

5 RADIO MONITORING OF THE MILKY WAY. W.T. Sullivan III. University of Washington. Dept. of 
Astronomy. Seattle. WA. USA; M.J. Klein. Jet Propulsion Laboratory. Pasadena. CA. USA 

6 MUL TIFREQUENCY LIGHT CURVES AT LOW-FREQUENCY FOR EXTRAGALACTIC RADIO 
SOURCES. J.J. Broderick. K.J. Mitchell. B.K. Dennison. S.L. O·Dell. Virginia Polytechnic In­
stitute and State University. Blacksburg. VA. USA; D.R. Altschuler. MPlfR and UPR; H.E. Payne. 
J.J. Condon. NRAO 

7 PRELIMINARY RESULTS FROM SETI FIELD TESTS AT GOLDSTONE. S. Gulkis. California Insti­
tute of Technology. Jet Propulsion Laboratory. Pasadena. CA. USA; J. Tarter. University of California 
at Berkeley. Berkeley. CA. USA 
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RADAR OBSERVATIONS OF THE RINGS OF SATURN 

R. M. Goldstein and R. F. Jurgens 
Jet Propulsion Laboratory 

4800 Oak Grove Drive 
Pasadena, California 91109 

Radar observations of Saturn's rings have been made with the 
ring plane only 6° from edge-on. The normalized radar cross section 
has not dropped appreciably with angle. This result, coupled with 
earlier data and computer simulations, shows that the radar detected 
ring particles must be much larger than the wavelength - on the 
order of a meter or larger. Polarization results require the par­
ticles to be of irregular, jagged shape. 
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COMPUTED SCINTILLATION SPECTRA FOR STRONG SCATTERING 
DURING ATMOSPHERIC OCCULTATIONS 

D. P. Hinson 
Center for Radar Astronomy 

Stanford University, CA 94305 

J-3-2 

Atmospheric dynamics, such as turbulence or buoyancy waves, 
can modulate the quiescent refractive index and cause radio-wave 
scattering during spacecraft occultations by planetary 
atmospheres. The resulting rapid signal fluctuations are a common 
feature observed during radio occultation experiments, especially 
in the outer solar system. By applying an appropriate scattering 
theory, it is possible in principle to study the underlying 
atmospheric dynamics through analysis of the scintillation data. 
However, in the past, the absence of a theory that accounts for 
strong scattering during atmospheric occultations has obstructed 
progress in this area, and has limited data analysis to the weak­
scattering regime. Recently, we have removed this restriction. 
Through use of a technique described by Haugstad (Radio Sci., 12, 
565-573, 1982) in conjunction with earlier results by Rumsey 
(Radio SCi.,..!.Q., 107-114, 1975), we derived a generalized theo­
retical expression for the spatial spectrum of intensity fluctua­
tions caused by scattering from a thin screen. The result remains 
valid for strong scintillations even when the phase screen 
includes a gradient in the quiescent refractive index -- a unique 
and essential feature of this expression. In the model phase 
screen, the refractive irregularities are anisotropic in shape, 
with a size distribution that follows a power law. The strength, 
axial ratio, orientation, and power-law exponent that characterize 
the irregularities, as well as the "scale height" of the inhomoge­
neous phase screen, are included in the theory as free parameters. 

This new expression for the intensity spectrum involves 
integrals that cannot be solved analytically at present. To 
overcome this difficulty, we developed an algorithm for numerical 
integration, and verified the accuracy of the computations through 
comparisons with earlier results for certain limiting cases 
(Marians, Radio Sci., 10,115-120,1975; Rino, Radio Sci., 15,41-
47, 1980), and through-C:omparisons with asymptotic forms fo~oth 
weak and strong scattering. A more interesting test of the theory 
was obtained using data from the dual-frequency radio occultation 
of Voyager 1 by Jupiter. Shortly after immersion, the propagation 
path from spacecraft to earth passed through Jupiter's topside 
ionosphere but remained above the neutral atmosphere; at this 
time, Jupiter's ionospheric irregularities caused weak scattering 
at X-band (8415 MHz), accompanied by strong scattering at S-band 
(2295 MHz). We applied the conventional weak-scattering theory to 
interpret the former, and used the new theory described above to 
interpret the latter. The results were found to be mutually 
consistent, supporting both the accuracy of the calculations and 
the validity of the scattering model. 
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OBSERVATIONS OF INTERPLANETARY DISTURBANCES 
USING SPACECRAFT DOPPLER SCINTILLATIONS 

Richard Woo 
Jet Propulsion Laboratory, California Institute of Technology 

Pasadena, CA 91109, USA 

The scintillation of celestial radio sources due to electron 
density irregularities along lines of sight through the 
interplanetary medium has provided a convenient ground-based 
method for monitoring disturbances in interplanetary space (see 
e.g. Rickett, Solar Phys. 43,237,1975; Gapper et al., Nature, 
296, 633 1982). Daily observations of interplanetary 
scintillations have revealed enhancements related to corotating 
high-speed streams and flare-associated shock waves. Although 
these observations have been very useful for studying the shape 
and extent of the interplanetary distubances in three 
dimensions, they have been carried out at meter wavelengths, and 
have therefore provided little information inside 0.5 AU. Also, 
because the observations are conducted at meridian transit, each 
radio source is tracked for at most only a couple of hours per 
day, and the temporal resolution is generally poor. 

In contrast, spacecraft radio signals are at centimeter 
wavelengths and are ideally suited for observing the near-sun 
region that has so far been inaccessible to direct spacecraft 
measurement. Equally important is the fact that the spacecraft 
radio signals are coherent so that phase or Doppler 
scintillations can be observed in addition to intensity 
scintillations. Compared with intensity scintillations, the 
virtues of Doppler scintillations are: (1) they do not saturate 
when strong, consequently, they have a large dynamic range and 
can be observed over a wide range of heliocentric distances, (2) 
their sensitivity for detecting interplanetary shocks and other 
fast-moving speed in addition to density flucuations, and (3) 
their temporal resolution is much improved over intensity 
scintillations measured at single-site observations because the 
NASA Deep Space Network permits continuous tracking of single 
spacecraft. 

In this paper,the advantages of Doppler scintillations will 
be demonstrated with recent observations of interplanetary shocks 
made by the Pioneer and Voyager spacecraft. 
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INTERFERENCE TO RADIO ASTRONOMY FROM SATELLITE SYSTEMS 

Vernon Pankonin 
National Science Foundation, Washington, DC 20550 

Up to the present time radio frequency interference due to 
satell ite systems could generally be considered an irritation to 
radio astronomy operations. The occasional interference was 
usually temporary. That situation is rapidly evolving to the 
point where satellite systems could soon pose a serious and 
continuous impediment to radio astronomy research in certain 
frequency bands. The worst case scenarios are associated with 
geostationary satell ite orbits and with large numbers of low 
orbiting satell ites which are elements of a single system. This 
paper examines the expected satellite interference environment for 
radio astronomy. The frequency bands which are used by radio 
astronomers that are most 1 ikely to be impacted by satell ite 
transmissions are identified, and the technical standards which 
apply to satell ite transmitters are noted. Specific satell ite 
systems such as GLONASS, GPS, GEOSTAR, and MOBILSAT, which may 
impact radio astronomy, are described. Several courses of action 
should be pursued to minimize problems with satellite 
interference. Astronomers must provide input on the requirements 
for radio astronomy at the planning phase of satellite systems to 
try and avoid an interference situation. If such a situation is 
unavoidab 1 e, astronomers wi 11 have to make adj ustments in their 
equipment and data analysis routines, such as adding filters, 
designing software to recognize and deal with interfering signals, 
and continuously monitoring certain frequency bands for man-made 
transmissions. 
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RADIO IDNITORING OF THE MILKY WAY 

Woodruff T. Sullivan, III (Univ. Washington) 
and 

Michael J. Klein (Jet Propulsion Lab) 

Strong arguments can be made that if a new radio source as 
strong as Cassiopeia A (or even the sun) were to appear in the sky 
tonight and last for only one month, the world's radio astronomers 
would never find it (Sullivan 1982, Pub. Astron. ~ ~ 2!, 
9(1) • A program is therefore being developed to conduct a 
semi-automatic monthly monitoring of a large fraction of the Milky 
Way at microwavelengths in order to search for transient galactic 
radio sources which would otherwise with high probability remain 
undiscovered. Such sources might be young supernovae in our Galaxy 
analogous to those now being studied in other galaxies, a class of 
less luminous supernovae not yet discovered, or any other 
com pI etely new cl ass of obj ect • 

We plan to operate at a wavelength of 13 cm using one of the 
26 or 34 meter antennas in NASA's Deep Space Network. A five-hour 
period each month will be s~nt sweeping at a rate of 100 Imin 
across a band of 1200 by 20 centered on the galactic center; 
this covers the directions to -50% of all the stars in the Galaxy. 
The sensitivity to any changes in the intensity of unresolved 
sources is expected to be in the range of 0.2 to 1.0 Jy, dependent 
on the complexity of any particular region. 

We will present the results of test observations and discuss 
various algorithms for inter-comparison of the monthly maps. 
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MULTI FREQUENCY LIGHT CURVES AT 
LOW-FREQUENCY FOR EXTRAGALACTIC RADIO SOURCES 

J. J. Broderick (VPI&SU), K. J. Mitchell (VPI&SU), B. K. 
Dennison (OSO and VPI&SU), D. R. Altschuler (MPIfR and UPR) , 
H. E. Payne (NRAO), J. J. Condon (NRAO) and S. L. O'Dell 
(VPI&SU) . 

We present "light-curves" on a four year time-baseline 
from a multifrequency flux-density monitoring program in 
which we observed a complete sample of 30 low-frequency­
variable extragalactic radio sources about 6 times a year. 
These observations ~ere made at frequencies of 318, 430, 
606, 880 and 1400 MHz using the 305 m telescope of NAIC's 
Arecibo Observatory and the 92 m telescope of NRAO at Green 
Bank. 
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Preliainary Results froa SETI Field Tests at Goldstone 

by 

Saa Gulkis 
Jet Propulsion Laboratory 

and 

Jill Tarter 
University of California Berkeley and the SETI Institute 

Over the past few aonths we have been assisting our colleagues to verify 
the perforaance of prototype instruaentation constructed for NASA's prograa to 
Search for Extraterrestrial Intelligence (SETI). This prototype was constructed 
by a collaborative effort of JPL, Stanford University and NASA Aaes Research 
Center. It consists of a downconverter, 4-bit AID converter, in phase and 
quadrature aixers feeding a aultichannel spectrua analyzer (MCSA) producing 
74000 channels of co.plex spectral inforaation that are analyzed in pseudo-real­
tiae by a series of virtually concurrent software processes residing in a VAX 
11/750 and a SUN graphics workstation. The architecture that yields the 
extreae output frequency resolution of the MCSA is not a correlator as is 
typical for many radio astronoMical applications, but is in fact a Fourier 
transfora spectroaeter. This is iapleaented by cascading 2 layers of finite 
i.pulse response digital filters ahead of a selectable collection of discrete 
priae factor Fourier transfor. processors. The resulting hardware is capable of 
providing instantaneous (BT=l) coaplex sa.ples of the spectral density function 
with intrinsic resolutions of 1 KHz, 32 Hz or 1Hz. The software resident on the 
VAX and SUN systeas atteapts to analyze the resultant data streaas to recognize 
the presence of drifting or stationary CW and narrowband pulsed signals. 

In this paper we recount the experience gained fro. our first series of 
field tests using DSS13 (26. antenna) at Goldstone, CA. The instruaentation was 
tested in the laboratory at Stanford University in order to verify its design. 
The field tests were priaarily concerned with the syste. perforaance in the real 
world of astrophysical sources, RFI surrounding or over-flying the site, and 
the enseable of discrete digital signals inherent to the proceSSing equip.ent 
within the observatory itself. 
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TUESDAY, June IB A.M. Le MARDI IB juin 

HF RADAR TECHNIQUES· SPECIAL SESSION SS1 

Overview of H F Radar 
Systems and Skywave 
Applications 

8:30· 12:00 
LAW 102 

Vue d'ensemble des systemes 
radar H F et des applications 

des ondes ionospheriques 

Chairperson/President: P.H. LeBlond, University of British Columbia, Vancouver. BC 

1 (8:40) REVIEW OF HF OCEAN REMOTE SENSING IN NORTH AMERICA. D.E. Barrick, Ocean 
Surface Research, Boulder. CO, USA 

2 (9:20) REMOTE SENSING OF SEA·STATE BY HF RADAR - DIRECTIONS FOR RESEARCH. E.D.R. 
Shearman, University of Birmingham. Dept. of Electronic and Electrical Engineering, Birmingham. UK 

3 (10:00) PROPAGATION PREDICTIONS FOR HF RADAR SYSTEM PLANNING. R.S. Gill, R.N. Her­
ring, S.P. Kingsley, J.D. Milsom, J.M. Pielou, S. Rolheram, GEe. Research Laboratories, Marconi 
Research Centre, Chelmsford, UK 

4 (10:20) AN ESTIMATE OF THE COVERAGE EFFICIENCY OF HF SKYWAVE RADAR FOR MAPPING 
OCEAN WINDS AND WAVES. J.W. Maresca Jr .. Vista Research Inc., Palo Alto, CA, USA; T.M. 
Georges, J.P. Riley, NOAA/ERL, Boulder, CO, USA; C.T. Carlson, Sohio Petroleum, Dallas, TX. 
USA 

5 (10:40) SHIP DETECTION WITH HIGH RESOLUTION HF SKYWAVE RADAR. J.R. Barnum, SRI 
International. Remote Measurements Laboratory, Menlo Park, CA. USA 

6 (11:00) AN EXPERIMENTAL INVESTIGATION OF SKYWAVE SEA-STATE RADAR TECHNIQUES 
AT A LATITUDE NEAR THE AURORAL ZONE. E.l. Winacott, Department of Communications, 
Communications Research Centre, Ottawa, ON 

7 (11:20) REMOTE SENSING WITH THE JINDALEE SKYWAVE RADAR. S.J. Anderson, Defence 
Research Centre-Salisbury. Electronics Research Laboratory. Adelaide, South Australia 

8 (11:40) FREQUENCY MANAGEMENT SUPPORT FOR REMOTE SEA-STATE SENSING USING THE 
JINDALEE SKYWAVE RADAR. G.F. Earl, B.D. Ward, Defence Research Centre-Salisbury, Electronics 
Research Laboratory, Adelaide, South Australia 
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REUIEW OF HF OCERN REMOTE SENSING IN NORTH RMERICR 

• 

O. E. Barrick 
Ocean Surface Research 
Boulder, Colorado 80303 

The past two years haue seen considerable changes in actiuities 
inuoluing HF radar for ocean remote sensing; the direction of these 
changes is toward ouerall acceptance of the technology, and its 
integration into operational applications. Canadian actiuities haue 
eHpanded in St. John's, Newfoundland to include three groups jointly 
pursuing COORR and other HF ocean monitoring projects: C-CORE, 
Memorial Uniuersity of Newfoundland, and Instrumar, ltd; ouer-the­
horizon (OTH) inuestigations from the Ottawa antenna facility are 
continuing. The U.S. NORR Waue Propagation Laboratory terminated HF 
remote sensing research actiuities as three companies were formed 
that are aduancing the technology deueloped there into operational 
conteHts: Codar Technology, Inc., Ocean Surface Research, and CODRR 
Systems Incorporated. In addition, NORR, the U.S. Rrmy Corps of 
Engineers, U.S. Coast Guard, and U.S. Nauy haue all begun programs 
integrating CODRR into their operations. Two major oil companies 
haue begun using COORR for offshore and Rrctic obseruations: Finally, 
gouernment sponsorship of OTH research and deuelopment for ocean 
surface obseruations continues at SRI International, based around 
their WRRF antenna array. 

Major efforts in both countries haue focussed on understanding 
the limitations of, and optimizing methods for, the eHtraction of 
surface directional information using compact antenna systems. In 
this conteHt, COORR has begun operating from offshore platforms, and 
methods to handle antenna pattern distortions caused by the metal of 
the nearby rig structure haue been deueloped. Objectiue, automatic, 
analysis methods to eHtract current and waue information from the 
sea echo, as well as ice/water drift from transponders, haue been 
introduced. Research on models for propagation ouer ice and scatter 
from it continues at Memorial Uniuersity of Newfoundland. The major 
obseruational aduance of the period, howeuer, appears to be the HF 
detection by of icebergs off Newfoundland by C-CORE last summer, 
and the simultaneous COORR detection and mapping of pack-ice 
uelocities from the ice echo in Prudhoe Bay by the U.S. CODRft team. 
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REMOTE SENSING OF SEA-STATE BY HF RADAR - DIRECTIONS FOR RESEARCH 

Prof. E.D.R. Shearman 

Departmen~ of Electronic ~ Electrical Engineering. University of Birmingham, .. K. 

Current HF ground-wave radar remote sensing technique for measuring 
ocean waveheight, wave-period and directional wave-spectrum centres on the use 
of second-order features of the received Doppler-spectrum from a patch on the 
sea. First-order interaction only yields information about approaching and 
receding waves and requires inconveniently low frequencies to sense swell. 

For directional wave-spectrum observations, a steerable radar beam is 
useful in 
platform. 
interest 
topography 
useful. 

an area where a homogeneous sea can be assumed, such as around a 
However, for longer range work, such as the current European 

for wave .mapping in the Southern North Sea with its complex bottom 
by long range sensing from the sea coast, this approach is not 

Work in the U.K. is, therefore, focussed on developing radars with 
ranges of 100km or more and capable of yielding data on directional wave 
spectrum from a chosen patch of sea. 

Such ranges imply the use of frequencies in the 5-15MHz band with 
consequent need to operate in congested HF radio spectrum. Optimum 
strategies for radar technique in this environment are discussed. 
Experiments at the University of. Birmingham have indicated the need for Bragg 
line to noise floor ratio of 40dB or more, to obtain useful signal second-
order echoes. 

To extract significant waveheight and first-moment wave-period data, 
short algorithms usable in near real time, have been developed, as described 
by L.R. Wyatt et al in a companion paper. The technology for such 
measurements thus appears to be available now. 

For the more difficult problem of deriving the low frequency 
directional spectrum or the complete directional spectrum including wind­
waves, more elaborate integral inversion or model-fitting approaches are 
required, as described by L.R. Wyatt et al. The use of two radars, with 
different look directions at a given sea area, may possibly be rquired and the 
processing is likely to require an array-processor for on-site analysis. 

To obtain Doppler spectra of adequate signal-to-noise ratio, beam 
forming antenna systems and averaging over a period of 30 minutes, are 
required. To make measurements over a useful sector, parallel processing of 
the data from, say, 4 beams, appears to be desirable. Current studies of 
achievable directional patterns on practical coastal sites are reported. 

Finally. some recent results on the Doppler characteristics of skywave 
propagation, relevant to long range skywave sea-state sensing, are reported. 
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Propagation predictions for HF radar 
system planning 

by 

R. S. Gill. R. N. Herring. S. P. Kingsley. J. D. Milsom. 
J. M. Pielou. S. Rotheram. 

In recent years. the authors have developed and implemented several propagation 
prediction algorithms which are proving useful in the design of HF radar systems. 
The algcrithi1l3 are cOllcer"ned with sky-wave and g,!''Jllild-w2:1ve ~l~opagation charact8P­
istic~. clutter from meteor trail reflections and clutter associated with back­
scatter from a sea surface. 

A sky-wave prediction method is described which incorporates a ray tracing 
procedure, propagation loss factors. external noise estimates and a radar equation. 
The prediction scheme is described and some example results are presented for 
a hypothetical radar site in Southern England. 

Three different ground-wave path loss prediction methods are in use. These 
are:- (a) Ott·s integral equation method which can deal with terrain which 
vanes in conductivity. dielectric constant. height and slope. (b) Furutsu's 
method which caters for ground with sections of different height and electrical 
properties. (c) Rotheram's method for a homogeneous ground but with an 
exponential atmosphere refractive index profile. In this third case Barrick's 
sea-state losses are also included. Example results are presented for each 
class of terrain. 

Backscattered energy from meteor trails may confuse target detection processes. 
In sufficient numbers. the meteor echoes represent a source of Doppler spread 
clutter. A method of estimating the meteor trail detection rate for an h.f. 
radar is described and some example predictions are presented. 

Finally. Lipa and Barrick's model of the first and second order Bragg backscatter­
ing spectrum of the sea surface has been extended to incorporate broad antenna 
beams. moving radar platforms and finite spectral resolution. Some example 
results are presented and compared with measured spectra. 
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AN ESTIMATE OF THE COVERAGE EFFICIENCY OF 
HF SKYWAVE RADAR FOR HAPPING OCEAN WINDS AND WAVES 

J.W. Maresca, Jr., Vista Research, Inc. 
3600 W. Bayshore Rd., Palo Alto, CA, USA 

T.M. Georges, J.P. Riley, NOAA/ERL 
325 S. Broadway, Boulder, CO, USA 

C.T. Carlson, Sohio Petroleum 
5420 LBJ Freeway, Dallas, TX, USA 

SS-1-4 

The operational utility of an HF skywave radar for monitoring ocean 

winds and waves depends on how frequently space-time-frequency windows 

with low ionospheric distortion can be found. The results of two radar 

experiments designed to make a first estimate of the coverage efficiency 

expected for a skywave radar operating under F-Iayer ionospheric condi­

tions will be described. Both large-area and on-demand small-area mapping 

operations were tested over 3 days and 4 days, respectively. For wave 

measurements, the operational coverage efficiency, defined as the number of 

locations where high-confidence radar measurements were found divided by the 

total number of measurements attempted, was over 80%. Wind maps, covering 
6 2 the entire 4 x 10 km radar coverage, were routinely produced in about an 

hour. 
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SHIP DETECTION WITH HIGH RESOLUTION HF SKYWAVE RADAR 

James R. Barnum 
Remote Measurements Laboratory 

SRI International 
Menlo Park, California • 

Ships can be detected at long ranges by high-frequency (HF) 
skywave backscatter radars that employ sufficient resolution in 
the radar spatial and Doppler frequency domains. The HF sea back­
scatter Doppler spectrum limits the target signal-to-clutter ratio 
(SCR), as a function of the ocean wave height distribution, wind 
direction, and radio frequency (Maresca and Barnum, IEEE AP, 30, 
837-845, 1982). The SCR equals the ratio of mean target radar 
cross-section (RCS) to the mean sea clutter RCS. which is a sensi­
tive function of Doppler frequency. A typical ship RCS for 
vertical polarization is 40 dBsm, which includes the target's 
ocean image. Within each radar spatial resolution cell, the sea 
clutter RCS can exceed 50 dBsm at the spectral line frequencies 
arising from first-order Bragg resonance. 

Experimental data recorded at the ONR/SRI Wide Aperture 
Research Facility (WARF) over-the-horizon radar (OTHR) in central 
California demonstrate reliable detection of routine merchant 
shipping in the NE Pacific Ocean. WARF is a bistatic radar, 
transmitting approximately one MW average effective radiated 
power, and receiving with a 2.55-km broadside array of vertical 
monopole element pairs. The beamwidth is 0.5 deg at 15 MHz. The 
radar uses a linear frequency-modulated continuous wave (FMCW) 
waveform, that is typically swept over a 20-kHz bandwidth at a 
5-Hz repetition rate. Swept bandwidths as high as 200 kHz have 
also been employed. Sufficient spectral resolution is achieved 
with a coherent integration time (CIT) of 12.8 s. Longer CITS, 
or the use of an autoregressive spectral analysis technique such 
as Marple's algorithm, can be employed to enhance Doppler resolu­
tion. 
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AN EXPERIMENTAL INVESTIGATION OF SKYWAVE SEA-STATE RADAR 
TECHNIQUES AT A LATITUDE NEAR THE AURORAL ZONE 

E. Lloyd Winacott 
Communications Research Centre 

Department of Communications, Ottawa, Canada 

In 1980. the Communications Research Centre (CRC) undertook 
a limited experimental programme to investigate the feasibility of 
measuring sea-state characteristics off the east coast of Canada 
by means of high-frequency skywave radar. The propagation path, 
from the radar receiver at Ottawa to the observation area east of 
Newfoundland and Labrador, was tangent to the auroral zone, at 
times within and at best only a few degrees of latitude south of 
the auroral absorpt ion zone. The experiment was conducted on a 
number of occasions between October, 1980, and April, 1982, for a 
period of about six hours at midday on each occasion. 

Several agencies were involved: CRC personnel designed 
and conducted the experiment, using the Sampled Aperture Receiving 
Array (SARA) facility, and carried out the bulk of the analysis; 
transmissions were provided from Ava, New York, by the Rome Air 
Development Center; the Centre for Cold Ocean Resources 
Engineering (C-CORE), at Memorial University in Newfoundland, 
assembled ground-truth maps, operated a transponder, and developed 
an algorithm for automatic derivation of wave direction. 

CRC analysis techniques relied heavily upon computer-aided 
manual selection and interpretation of the Doppler spectra. Early 
attempts to construct automatic algorithms for the extraction of 
waveheight statistics encountered intractable problems, although 
the C-CORE wave-direction algorithm did meet with some success. 

Under quiet ionospheric conditions it was found that 
waveheights frequently could be measured with acceptable accuracy, 
although accurate measurement was difficult when waveheights were 
low (2 metres). On the other hand, wave direction was easily 
derived; it emerged as a by-product of the waveheight analysis 
even when waveheights could not be measured accurately. 

The project demonstrated that a skywave radar could 
function at northern latitudes, but the limitations of the 
experimental facilities left practicability still in question. 
Considerable improvement would be expected, however, if unlimited 
freedom of choice of operating frequency was permitted, if the 
transmitter signal was focussed to increase the power density in 
the target area, if the reroeiving array was more comprehensive, 
i.e., designed specifically for the task, and if the radar was 
located near the east coast, to move the ionospheric reflect ion 
area as much as possible out of the auroral absorption zone. 
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REMOTE SENSING WITH THE JINDALEE SKYWAVE RADAR 

S.J. Anderson 
Electronics Research Laboratory 

Defence Research Centre Salisbury 
South Australia 

The JINDALEE skywave radar is being developed primarily for 
defence surveillance of Australia's EEZ but its remote 
sensing potential has long been recognised. Studies which 
commenced in 1974 led to successful measurements of sea state 
and inferred surface wind fields in 1977/78 using a prototype 
radar; the current radar has been observing the Eastern 
Indian Ocean region since 1982. 

The JINDALEE radar is now linked to the Australian Bureau of 
Meteorology regional forecasting centres by a facsimile 
transmission network. Wind maps surveying over a million 
square kilometres of ocean can be produced automatically in 
near real-time at the radar facility and transmitted directly 
to forecasters. This capability, which became operational in 
January 1985, is supported by active research programs 
directed at improving the scope and accuracy of the measure­
ments as well as investigating a variety of meteorological and 
oceanographic phenomena. 

This paper will present an overview of the JINDALEE remote 
sensing program with emphasis on the characteristics and 
performance of the operational system. 
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FREQUENCY MANAGEMENT SUPPORT FOR REMOTE SEA-STATE SENSING 
USING THE JINDALEE SKYWAVE RADAR 

G.F. Earl and B.D. Ward 
Electronics Research Laboratory 

Defence Research Centre Salisbury 
South Australia 

Successful operation of a skywave (over-the-horizon) radar in 
a remote sea-state sensing mode is critically dependent upon 
the application of comprehensive frequency management 
techniques. In addition to the problem of selecting a 
frequency yielding adequate signal-to-noise ratio in the 
geographical area under investigation, attention must be paid 
to the minimisation of ionospheric multimode and other 
phenomena capable of distorting or convoluting the sea back­
scatter. 

This paper describes the manner in which these problems have 
been addressed in the JINDALEE skywave radar. Subsystems 
include backscatter and oblique-incidence sounding, HF 
spectral surveillance, and a low-powered frequency-agile 
"mini" radar capable of operating in a backscatter or oblique 
mode. 
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TUESDAY, June 18 P.M. 

HF RADAR TECHNIQUES - SPECIAL SESSION SS2 

H F Radar and Ocean 
Measurements: Currents 

1:30 - 5:00 
LAW 102 

Chairperson/President: J.F.R. Gower, Institute of Ocean Sciences. Sidney. BC 

Le MARDI 18 juin 

Radar H F et mesures 
oceaniques: courants 

1 HF COASTAL OCEAN SURFACE RADAR OBSERVATIONS OF SURFACE CURRENTS. M.L. Heron, 
James Cook University. Physics Dept .. Townsville. Australia 

2 SOME LIMITATIONS ON THE APPLICATION OF HF OCEAN RADAR TO CURRENTS AND WIND 
DIRECTIONS. M.L. Heron, James Cook University. Physics Dept .. Townsville, Australia 

3 THE PERFORMANCE OF THE RAL OCEAN SURFACE CURRENT RADAR SYSTEM. D. Eccles, 
F.D.G. Bennett, G.M. Howes, K. Slater, Rutherford Appleton Laboratory. Didcot. UK 

4 EVALUATION OF HF GROUNDWAVE RADAR ON THE NOVA SCOTIAN SHELF. D.J. Lawrence, 
P.C. Smith, Bedford Institute of Oceanography. Dept. of Fisheries and Oceans. Dartmouth. NS 

5 SURFACE CURRENTS STUDIES USING HF RADARS. P. Broche, Universite de Toulon. Lab. de 
Sondages Electromagnetiques de I'Environnement Terrestre, Toulon. France 

6 ENVIRONMENTAL CONSIDERATIONS FOR CODAR CURRENT MEASUREMENTS. P.H. LeBlond, 
University of British Columbia, Dept. of Oceanography, Vancouver, BC 

7 SURFACE CIRCULATION IN THE DELAWARE BAY OBTAINED FROM CODAR SEA ECHO AND 
TRANSPONDER TRACKING. J.M. Hubertz, US Army Corps of Engineers/CERC. Vicksburg, MI, 
USA; R.G. Williams, NOAA/NOS. US Dept. of Commerce. Rockville. MD. USA; D.E. Barrick. B.J. 
lipa. Ocean Surface Research. Boulder. CO. USA 

8 CODAR MEASUREMENTS FOR A SEMI-SUBMERSIBLE DRILLING VESSEl. M.W. Spillane. Gulf 
Oil Exploration and Production Company. Houston. TX. USA; B. Braennstroem. Saga Petroleum. 
Hovik. Norway 

9 MUL TIFREQUENCY HF RADAR OBSERVATIONS OF CURRENTS AND CURRENT SHEARS. C.C. 
Teague. Stanford University. Stanford. CA. USA 

10 FOUR-ELEMENT CODAR BEAM FORMING. P.K. Jeans. C-CORE. St. John·s. NF; R. Donnelly. 
Carleton University. Ottawa. ON 
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HF COASTAL OCEAN SURFACE RADAR OBSERVATIONS OF SURFACE CURRENTS 

M.L. Heron, Physics Department, James Cook University, Townsville, 
Australia 

An HF coastal ocean surface radar was deployed in an experiment 
off Western Australia along with a current meter drogue track­
ing and wind stations. The radar was a two-station 
configuration, running simultaneously on 30 MHz to observe 
surface currents and wind directions. 

During a 2B-hour continuous radar run a weak meteorological 
cold front passed across the network with embedded strong winds 
backing through nearly 300°. 

The surface currents respond quickly to the changing wind 
wHle the deeper water ( 12m deep) is essentially unaffected. 
By incorporating current observations from a collocated current 
meter and drogue tracking at various depths we can construct a 
working model for the shear layer thickness between the wind­
driven surface layer and the deep water. 

The radar-observed currents follow the formation of a residual 
eddy within the mapped field during the 2B-hour period. 
Lagrangian trajectories calculated from half-hourly current 
maps show how an oceanic front (slick line) is formed. 

The surface current maps provided by the radar are of good 
quality and are on time and space scales which would be very 
expensive by conventional methods. These results are unique 
for coastal engineering and in the study of the mobility of 
surface pollutants and nutrients. 

This work was done under the auspices of Centre for Water 
Research, University of Western Australia. 
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SOME LIMITATIONS ON THE APPLICATION OF HF OCEAN RADAR 
TO CURRENTS AND WIND DIRECTIONS 

M.L. Heron, Physics Department, James Cook University, Townsville, 
Australia 

A 30 MHz coherent pulsed radar with a beam-forming antenna array 
has been deployed in several locations in Australia in experiments 
with other oceanographic and meteorological instruments. The 
radar results have provided unique and useful input to the larger 
scale experiments. However the supporting observations help 
to reveal some apparent limitations to the radar technique in 
'three areas. 

(1) Wind directions are obtained using the Coss9/2 algorithm. 
Commonly used S values (e.g. Tyler et al., Deep Sea Res., 

lL, 9S9-1016, 1974; Mitsuyasu et al., J. Phys. Oceanog., ~, 
750-760, 1975) do not work at short fetches and/or at low wind 
speeds. There is evidence that under some conditions the form 
of the algorithm itself is not a good model. 

(2) Line broadening or even splitting of the first-order lines 
sometimes occur in the backscatter spectra. This occurs 

when the surface current vector field is not uniform across the 
target cell and reduces the reliability of the technique. 

(3) Currents derived from the radar are surface currents. 
The surface layer is stressed by momentum transfer from 

the wind as well as from the deeper water. Care needs to be 
exercised in interpreting the radar-observed currents in terms 
of mass transport of water. 

These limitations do not negate the value of the radar observa­
tions in coastal engineering and management but they are a part 
of the operational experience required. Examples of these 
effects are given and strategies suggested for extracting useful 
geophysical data. In some cases the apparent limitation 
can be turned to advantage in providing further information 
about the flow structure. 

595 

Iii 



88-2-3 

THE PERFORMANCE OF THE RAL OCEAN SURFACE CURRENT RADAR SYSTEl! 

D Eccles, F D G Bennett, G M Howes, and K Slater 

Rutherford Appleton Laboratory, Chilton, Didcot, Oxon, OX11 OQX, 
UK 

The Ocean Surface Current Radar (OSCR) system developed at the 
Rutherford Appleton Laboratory has undergone a series of trials. 
These have demonstrated that the system can yield values of sur­
face current which are extremely sel~ consistent in both time and 
space out to a maximum range of 40 km. 

The system consists of two HF radars, spaced approximately 20 km 
apart, each having a beam-forming receive antenna, which enables 
the radar signals back-scattered from the sea surface to be 
acquired from 16 different directions by each radar. Thus, in 
principle, vector current measurements can be made at the 256 
points where the radar beams intersect. The radar receivers are 
identical to those used in the CODAR system, but by adopting the 
beam-forming approach, the need to rely on the direction-finding 
technique, employed in the CODAR system, is eliminated. It is 
believed that the high quality of the data obtained (see figure) 
is due, partly to the fact that there is no uncertainty in deter­
mining the direction of the radar returns, and partly as a result 
of the signal processing techniques used. OSCR has been shown to 
perform satisfactorily on a variety of sites; these have included 
sites located on a cliff top, behind a rocky foreshore, and near 
the high-tide mark on an ordinary beach. 

The radars are computer controlled, and can be programmed to auto­
matically collect and process the signals received, to produce 
radial current information from any 6 of the 16 available beams, 
each half hour, for a period lasting up to several days. The 
data from both sites are subsequently combined and displayed in 
the form of, (a) tidal plots of the current magnitude/direction 
and (b) surface current maps. 

It is concluded from comparisons made 
with current meters, and also from the 
self consistency of the data obtained, 
that rhe OSCR system is capable of 
measuring currents to an accuracy of 
one or two cm/sec. The trials have 
proved that the system is transport­
able, and can be used to obtain 
detailed information about the flow of 
water in regions where the influence 
of coastal topography on the current 
patterns is pronounced. 
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SS-2-4 
EVALUATION OF HF GROUNDWAVE RADAR ON THE NOVA SCOTIAN SHELF 

D.J. Lawrence and P.C. Smith 
Atlantic Oceanographic Laboratory 
Department of Fisheries & Oceans 
Bedford Institute of Oceanography 

Nova Scotia, Canada B2Y I+A2 

A surface current measurement and intercomparison experiment was 
conducted off southwest Nova Scotia, 11+-26 November 1981+. Remotely-sensed 
currents collected by a two-site HF Groundwave Radar (CODAR) will be compared 
to: a) direct Eulerian current measurements which were made with a surface 
mooring having an electromagnetic current meter at I m depth and a vector 
measuring current meter at 1.5 m and b) Lagrangian drifters of various effective 
depths tracked acoustically and by aerial photography. To assist in the evaluation 
of all current measurements, the wind field was measured from the ship and the 
directional wave spectrum from a moored buoy. The site, at the entrance of the 
Bay Fundy-Gulf Maine system, is dominated by strong tides (lOO cm/s). 
Comparisons will be done with a nearby long term (l year) current meter mooring 
and with the barotropic numerical model of the system. 
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SURFACE CURRENTS STUDIES USING HF RADARS 

P. Broche 
Laboratoire de Sondages Electromagnetiques de l'Environnement 
Terrestre, Universite de Toulon, 639 Bd des Armaris, B3100 Toulon, 
FRANCE 

Measurements of surface coastal currents have been 
performed for a felll years by using simultaneously, over the same 
area, tlllO HF Doppler radars lIIith directional antennae, the beam of 
IIIhich .can be electronically scanned. First, the processes used to 
combine measurements of radial velocity performed by the tlllo radars 
to obtain a bidimensional map of current velocity vector ( linear 
interpolations) are described lIIith a special attention devoted to 
estimation of experimental inaccuracies and their propagation along 
all the computations. Both a theoretical and a direct estimate of 
intrinsic accuracy lead to the same order of magnitude ( 2 to 5 
cm/s, at a radar fre.quency of 10 MHz, and in the actual conditions 
of measurements), and the final accuracy on each cartesian 
component of the current may reach a ten of cm/s in the same 
conditions. 

Examples of results are then given, concerning: 
-a study of the tidal circulation in the 

lIIestern part of Baie de Seine ( part of the Channel). Radar 
measurements, due to their high spatial density, have been used for 
a comprehensive validation of a numerical model of tides in this 
area, driven by in dependant water level estimates on the open 
border of the Baie. 

-a study of surface lIIind-driven currents ( 
follollling an experiment on the French Mediterranean coast). 
Measurements have been obtained at tlllO different radar frequencies, 
Le. in fact at two different depths ( respectively 1 and 2 
meters), and the observed currents have been compared together and 
lIIith the lIIind speed on the shore. Original informations about the 
nature and the parameters of the lIIind-current relationship that can 
be inferred from this comparison are discussed. 

One of the limitations of HF technique is in its 
relatively limited space-discrimination ( of the order of one 
kilometer), which decreases its potential interest for the very 
littoral areas ( in the range 0-10 km from the shore) where the 
space-scale of the phenomena may be shorter • For. this prospect, a 
tentative use of a higher frequency radar ( in fact, a 
meteorological radar, operating near 50 MHz), IIIhich uses shorter 
pulses ( a felll microseconds, corresponding to a felll hundreds, of 
meters) is nOIll investigated ( indeed, its maximum range is 
shorter). Preliminary results of a first experiment performed in 
Etang de Berre, near Marseille, are described. 

598 



88-2-6 

ENVIRONMENTAL CONSIDERATIONS FOR CODAR CURRENT MEASUREMENTS 

Paul H. LeBlond 
Department of Oceanography 

University of British Columbia 

A review of environmental considerations relating to CODAR (Coastal 
Ocean Dynamics Application Radar) ocean current measurements has 
been conducted in order to arrive at operational guidelines for 
this system. Hydrodynamic effects considered included the directio­
nal spread of ocean waves, departures from linear phase speed and 
near surface shears. A review of field measurements and of compari­
sons .with in-situ sensors was also carried out. It is suggested that 
CODAR current measurements would be most accurate under moderate sea 
states when the wavelength of the peak of the spectrum is near that 
for first order Bragg scattering of the radar Signal. For 25.4 MHz 
radar this would correspond to wind waves ~ith spectral peak wave­
length in the range 4.0 m < A < 7.5m. Spatial and temporal ave­
raging or radar return echoes also limit measurements to currents 
of sufficiently slow variation in space and time; good results have 
been obtained for tidal and inertial flows. Flow speeds measured 
should also exceed about 25 cm/s for errors inherent in the system 
( at best ~ 5 cm/s) to remain relatively small. 
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SURFACE CIRCULATIOH IH THE DELAURRE BAY OBTAIHED FROM 
CODAR SEA ECHO AHD TRAHSPOHDER TRACKIHG 

J.M. Hubertz 
U.S. Ar.y Corps of 
Engineers/CERC 

Uicksburg, MI 39610 

R.G. Ulilla.s 
HOAA/HOS 

D.E. Barrick 
B.J. L1pa 

U.S. Dept. of Co •• erce Ocean Surface Research 
Rockville, MD 20652 Boulder, CO 60303 

In conjunction .ith HOAA's circulation survey of the Dela.are 
Bay in Su •• er/Autu.n, 1961, t.o CODAR sites .ere located on the 
South.estern shore. Taking sea-echo data every 1.5 hours for a 
.onth, the syste. produced real-ti.e .ap fi les of surface-current 
vectors and their uncertainties over the broad expanse and .outh of 
the bay. The spatial detail and te.poral continuity of these CODAR 
surface-current .aps .111 aid in developing and i.proving 
3-di.ensional circulat Ion .odels for the bay; presently existing, 
vert Ically-integrated .odels are kno.n to be .ost inaccurate near 
the surface. CODAR .aps sho. se.i-diurnal, tldal-do.inated 
circulation, on .hlch Is superposed surface flo. that follo.s the 
.ind; interesting features such as gyres at slack tide see. to for. 
at the .outh and propagate in.ard .ith the group speed of the tidal 
surge. 

In addit ion, three dri fters (drogued to the upper 1 .eter) 
equipped .ith HF transponders .ere released near the center of the 
bay and allo.ed to drift for five days. Every 1.5 hours, the CODAR 
obtained their positions and velocities, concurrent .ith surface 
current .apping done fro. the sea echo. The drifters provide h21h 
Lagrang i an tracks !IDl! i nst ant aneous Eu I er i an ve I oc i ties at the i r 
interrogated locations. These are co.pared .ith CODAR surface 
current data extracted fro. sea echo, and both are co.pared to 
sl.ultaneous current .easure.ents .ade by a botto.-.ounted acoustic 
profiler. 
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Codar Measurements for a Semi-submersible Drilling Vessel 

M. W. Spillane* and B. Braennstroem** 

* Senior Project Engineer, Gulf Oil Exploration and Production 
Company, Frontier Technology Department, P.O. Box 36506, 
Houston, Texas 77236 

** Vice President, Saga Petroleum, a. S., Maries Vei 20, P.O. 
Box 9, 1322 Hovik, Norway 

In 1982, Gulf Oil Exploration and Production Company initiated 
a development program to adapt the CODAR HF-Radar System for 
deployment from floating drilling vessels, for real-time measurement 
of surface currents, directional wave spectra and wind. The final 
test phase of the program was begun in the Spring of 1984. In 
cooperation with Saga Petroleum a. s. , a CODAR system was 
installed aboard the "Treasure Saga" semi-submersible, drilling in 
the Norwegian sector of the North Sea. The principle objectives 
of the test were to verify the ability of CODAR to operate from a 
moving platform, and to implement the real-time processing 
software. 

The CODAR crossed-loop antenna was mounted at the top of 
the derrick, 80 meters above the waterline, to minimize pattern 
distortion due to the vessel superstructure, and to eliminate any 
interference with marine VHF communication equipment. The 
antenna differed from an earlier version used offshore in the Gulf 
of Mexico, since it was designed to operate at either- 25.4 MHz or 
6.8 MHZ, depending on the sea-state and vessel motion. 

Results that will be presented include: 

A review of the Gulf/CODAR project field tests in the Gulf of 
Mexico and Northern California; 
CODAR measurement of surface currents in the Troll and 
Snoerre fields offshore Norway. 
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MULTIFREQUENCY HF RADAR OBSERVATIONS 
OF CURRENTS AND CURRENT SHEARS 

Calvin C. Teague 
Stanford University 

Techniques have been developed for using high-frequency (HF) surface­
wave radar to measure ocean currents and vertical current shears in the 
upper one or two metres of the ocean surface. An HF radar can precisely 
measure the phase velocity and direction of propagation of ocean waves whose 
wavelength is one-half the radar wavelength. In the absence of a current, 
the speed of the waves is given by the still-water dispersion relation. An 
underlying current will modify this speed. The radar measures the actual 
phase velocity through a Doppler shift, and the wavelength of the ocean wave 
is known through the first-order Bragg scattering relation, so a difference 
between observed and theoretical still-water phase velocity can be calculated. 
In addition, longer ocean waves are affected by currents at deeper depths 
than are shorter ocean waves. By measuring the phase velocity at several 
different wavelengths, it is possible to measure a vertical current shear in the 
top one or two metres of the ocean surface. This is a measurement that is 
very difficult to make by any other means. 

A portable coherent, pulsed-Doppler HF radar system was developed at 
Stanford and used in several experiments, both on land on the California 
coast and on board a ship during the JASIN experiment. The land-based 
experiments demonstrated that a current could be measured by an HF radar, 
and that its value agreed well with that measured by in-situ drifting spar 
buoys. In addition, there was evidence of a vertical current shear, both 
from the radar measurements and from the buoy measurements. The JASIN 
experiment was an attempt to apply these techniques to the measurement 
of surface current and current shear in the open ocean. The radar system 
was installed on board a ship, along with a receiving antenna consisting of 
a steerable phased array of eight wideband loops. The steerable antenna 
was quite rugged and performed as expected. It produced antenna patterns 
consistent with the physical aperture of the array. The wind velocity during 
the JASIN experiment was quite low, so wind- and wave-generated currents 
were quite small. Nevertheless, there is some evidence of a current shear. Its 
magnitude is small and near the resolution limit of the radar, but it appears 
to be about 50% higher than what would be expected from the wind and 
wave conditions present at the time of the experiments. 
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.E..O.llB- ELEklENT CODAR BEAMFORIlING 

by P.K. Jeans; C-CORE, St. John's, Nfl d. 
R. Donnelly; Ph.D student, Carlton Univ., Ottawa, ON. 

An high frequency groundwave radar called CODAR 
(Coastal Ocean Dynamics Application Radar) is presently 
being used in several forms to measure ocean surface 
parameters. The original version was developed at NOAA 
(National Oceanic and Atmospheric Administration) and 
util izes a small four-el ement receive array as compared 
to its wavelength. The array consists of four equally 
spaced elements arranged on a circle of 0.2151 
wavel engths (at 25 Mhz.). It was designed to measure 
ocean currents using direction finding techniques based 
on an extension to a simpl e two-el ement interf erometer. 
The problem of determining the bearing of a radiating 
source can be readily shown to be equivalent to that 
incurred in spectral estimation. In an attempt to 
improve upon the processing of existing data, modern 
nonlinear spectral estimation techniques are applied in 
a beamforming bearing estimation procedure and compared 
against several direction finding algori thms. 
Enhancement of bearing estimators via analysis of the 
eigenstructure of a spatial correlation matrix is 
included. Antenna response patterns are calculated and 
used to investigate properties of direction finding 
algorithms. Both real and simulated data are used for 
a comparison of direction finding and beamforming. The 
asymmetrical bias of each method is investigated to 
determine its effect on the error in estimating the 
angle of arrival of a radar target. 
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THURSDAY. June 20 A.M. Le JEUDI 20 juin 

HF RADAR TECHNIQUES SPECIAL SESSION SS3 

H F Radar and Ocean 
Measurements: Waves and Ice 

8:30· 12:00 
LAW 102 

Radar H F et mesures 
oceaniques: vagues et glace 

Chairperson/President: M.L. Heron. James Cook University. Townsville. Australia 

1 RIJKSWATERSTAArS INTEREST IN THE H.F. RADAR. J. van Heteren. Directorate for Water 
Management and Hydraulic Research. Rijkswaterstaat. Hellevoetsluis. The Netherlands 

2 HF RADAR MEASUREMENTS OF OCEAN WAVE PARAMETERS DURING NURWEC. L.R. Wyatt. J. 
Venn. M.D. Moorehead. G.D. Burrows. A.M. Ponsford. Birmingham University. Dept. of Electronic 
and Electrical Engineering. Birmingham. UK; J. van Heteren. Rijkswaterstaat. The Netherlands 

3 USE OF NARROW·BEAM HF SURFACE· WAVE RADARS FROM THE NETHERLANDS COAST FOR 
NORTH SEA WAVE MONITORING. J.W. Maresca Jr .• Vista Research. Palo Alto. CA. USA; D.E. 
Barrick. CODAR Systems Inc .. Longmont. CO. USA; J. van Heteren. Rijkswaterstaat. Hellevoetsluis. 
The Netherlands 

4 ANALYSIS METHODS FOR NARROW BEAM HIGH·FREQUENCY RADAR SEA ECHO. B.J. Lipa. 
D.E. Barrick. NOAA Tech Rep .. Wave Propagation Lab .. Boulder. CO. USA 

5 CODAR MEASUREMENT OF THE OCEAN WAVEHEIGHT DIRECTIONAL SPECTRUM. B.J. Lipa. 
D.E. Barrick. Ocean Surface Research. Woodside. CA. USA 

6 MEASURING SEA ICE MOTION WITH HF CO DAR DOPPLER TRANSPONDERS. R.D. Crissman. 
Gulf Oil Exploration and Production Company. Frontier Technology Dept .. Houston. TX. USA; M.W. 
Evans. Codar Technology Inc .. Longmont. CO. USA 

7 MAPPING ARCTIC PACK·ICE BREAKUP FROM DIRECT ICE ECHOES. M.W. Evans. B.J. Lipa. 
D.E. Barrick. CODAR Systems Inc .. Longmont. CO. USA; R.D. Crissman. Gulf Oil Exploration and 
Production Company. Frontier Technology Dept .. Houston. TX. USA 

8 REMOTE SENSING OF ICEBERGS BY HF GROUND WAVE DOPPLER RADAR.J. Walsh. S.K. 
Srivastava. B.J. Dawe. Memorial University of Newfoundland. St. John·s. NF 

9 AN ANALYTICAL MODEL FOR THE HF BACKSCATTERED DOPPLER SPECTRUM FOR THE 
OCEAN SURFACE. S.K. Srivastava. J. Walsh. Memorial University of Newfoundland. St. John·s. NF 

10 UNDERSTANDING AND DEALING WITH ANTENNA PATTERN DISTORTIONS IN CODAR SYS­
TEMS. D.E. Barrick. B.J. Lipa. Ocean Surface Research. Boulder. CO. USA 
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SS-3-1 

RIJKSWATERSTAAT's INTEREST IN THE H.F. RADAR 

J. van Heteren,Directorate for Water Management and 
Hydraulic Research,Coastal and Maritime District 
Hellevoetsluis Division 

Rijkswaterstaat (RWS), one of the departments of the 
Ministry of Transport· and Public Works in the Netherlands, 
is responsible for water management and protection of the 
land against the sea. To the safety of the Dutch Coast 
wave information is of vital importance. However, not only 
safety but also economical reasons play a role in the need 
of wave information. 

To monitor the wave movement wave measuring networks 
are used consisting of a large number of wave measuring 
stations located at the North Sea. The data are transmi t­
ted using a datacommunication system to a center, where 
the data are analysed to give the information required. 
However, in spite of the high density of wave measuring 
stations the total wave information from such a large area 
as the North Sea is rather limited. Other disadvantages 
are the uncertainty with respect to the representativety 
for a wider area, the high costs for attachment and main­
tenance of sensors and data transmission systems, etc. 
Therefore, RWS is very interested in ground wave narrow 
beam H.F. radar systems, which would provide us with far 
more information of a very large area. A first necessity 
is to get knowledge on this radar system. 

A nice opportunity was a cooperation with the Uni­
versity of Birmingham, which has been involved in the 
development of such a radar. This cooperation moulded into 
a joint experiment near Pembroke, called NURWEC (=Nether­
lands United Kingdom Radar Wave buoy Experimental Compar­
ison). During NURWEC the WAVEC, a pitch and roll buoy pro­
vided by RWS, was deployed at one fixed position, in the 
center of the nearest radar cell, boresight of the radar. 
It is intended that the results of this experiment will be 
presented by prof. E.D.R. Shearman of the Birmingham Uni­
versi ty at the Re URSI meeting on H. F. radar. 

Since the results of this experiment are promising 
RWS examines the possibility to instal a three-site ground 
wave narrow beam H.F. radar system in the Netherlands. 
Dr. J.W. Maresca, Jr. and Dr. D.E. Barrick prepared a pro­
posal for a design study of a North Sea H.F. radar wave 
measurement system which is being studied by RWS. Dr. 
Barrick intends to present the design study at the Re URSI 
meeting on H.F. radar. 

The present paper is meant as an introduction to 
those of Prof. Shearman and Dr. Barrick. 

606 



88-3-2 

HF RADAR MEASUREMENTS OF OCEAN WAVE PARAMETERS 
DURING NURWEC (Netherlands/UK Radar, Wavebuoy Experimental Comparison) 

L.R.Wyatt, J.Venn, M.D.Moorhead, G.D.Burrows, A.M.Ponsford 
DEPT. OF ELECTRONIC AND ELECTRICAL ENGINEERING 

BIRMINGHAM UNIVERSITY 

J. van Heteren 
RIJKSWATERSTAAT, NETHERLANDS 

The HF ground-wave technique has now evolved to the stage at which it 
is capable of yielding measurements of surface current, significant 
wave-height, mean wave period, non-directional and directional wave 
spectra. These measurements are deduced from the Doppler spectrum of the 
radar echoes from a selected patch of the sea. 

The University of Birmingham (with the support of the UK Science and 
Engineering Council) has concentrated on the develoI;rnent of an HF radar 
optimised for wave measurement and surveying an area of sea some 100km in 
radius by 90deg in azimuth. This radar is operating at the University's 
field station at Angle, Pembroke in south-west Wales. 

The processes which enable the radar to "see" the ocean surface wave 
spectrum are highly non-linear and the accuracy of methods that have been 
developed to extract wave information can only be quantitatively assessed 
by comparing results directly with alternative wave measuring instruments. 
Such a comparison should also help to improve the existing extraction 
algorithms or suggest alternative approaches. The main aim of the Nurwec 
experiment was to provide a data set for this comparison covering as wide a 
range of meteorological and oceanographic conditions as possible. The 
principle source of "sea truth" data was provided by a Datawell WAVEC buoy 
deployed 30km offshore by the Dutch Rijkswaterstaat with help from the 
Institute of Oceanographic Sciences. The experiment ran from 17th October 
to 10th December 1983 during which time over 110 hours of good quality 
radar data were collected and archived. 

These data have been processed to yield estimates of significant 
waveheight and mean period for up to eight radar resolution cells from 15.0 
to 67.Skm offshore. The data in the 30km cell are highly correlated with 
the WAVEC estimates with mean differences of less than 0.7 secs (11.5%) in 
mean period and of about 26% in significant waveheight. A positive bias of 
about 20% was found for the radar estimates of waveheiqht which is 
attributed to uncertainties in the first order part of the Doppler 
spectrum. This is under study and we hope to improve the accuracy by 
increasing the frequency resolution in the Doppler spectrun. 
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USE OF NARROW-BEAM HF SURF ACE-W AVE RADARS FROM THE 
NETHERLANDS COAST FOR NORTH SEA WAVE MONITORING 

J.W. Maresca, Jr. D.E. Barrick J. van Heteren 
Vista Research CODAR Systems Incorporated Rijkswaterstaat 

Palo Alto, CA 9-4303 Longmont, CO 80501 Hellevoetsluis, Netherlands 

Because of its vulnerability to storm waves from the North Sea, the 
Netherlands bas undertaken extensive programs for observing, modelling, 
and predicting wave conditions at its coasts and barbors. Under 
consideration for real-time monitoring of tbe wavebeigbt directional 
spectrum is a network of narrow-beam HF surface-wave backscatter 
radars. Considerable analysis is involved in trading off the system cost 
with tbe performance necessary to meet the required observational 
objectives and accuracies. 

By operating at a lower frequency (e.g., 6-12 MHz), distances of 
150-200 km can be achieved, allowing land-to-Iand coverage across the 
channel. Lower frequencies circumvent the "saturation effect" as well, 
whereby higher waves produce little change to the second-order echo from 
which information is eItracted. Three such sites could provide real-time 
monitoring around the entire Netherlands coasts. In addition, the ability of 
at least two sites to observe the eame ocean area increases the directional 
accuracy for waveheight spectral inversion from the second-order Doppler 
echo, over that possible with single-site operation. With multiple-site 
narrow-beam operation, no assumptions need be made about wavefield 
homogeneity over the coverage area. 
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ANALYSIS METHODS FOR NARROW BEAM HIGH-FREQUENCY 
RADAR SEA ECHO 

B.J. Lipa, D.E. Barrick 
NOAA Tech Rep., ERL 420-WPL 56 

Wave Propagation Lab. 
Boulder, CO, USA 

SS-3-4 

A model fitting technique has been developed to extrdct the longwave 
directional spectrum from the Doppler spectr~n of the received signal. 
This technique is an extension of one developed by Lipa and Barrick(198J.) 
and extends the ocean wave frequency range that can be measured usina radar 
frequencies in the low HF range (6-18MHz). .".ll the NURWEC data with signal 
to noise greater than 40dB has been analysed in this way and compared 'Iii th 
the Wavec measurements. The results will be presented to demonstrate the 
accuracy and the many limitations of the techniques. Work in progress 
aimed at extending the model fitting technique to have more general 
application will be discussed. 
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CODAR MEASUREMENT OF THE OCEAN WAVEHEIGHT DIRECTIONAL SPECTRUM 

B.J.Lipa and D.E.Barrick 
Ocean Surface Research 

165 Harcross Rd., Woodside, CA 94062 

The use of CODAR for the automatic real-time measurement of ocean 
surface current maps is well established. We are at present developing a 
similar capability for the measurement of the ocean waveheight 
directional spectrum. In this paper, we describe the analytical methods on 
which the software is based: the inversion of an integral equation 
expressing the second-order radar sea-echo in terms of the directional 
spectrum and the surface current field in water of arbitrary depth. The 
surface current field Is obtained from the first-order radar spectrum and 
substituted In the Integral equation which is then Inverted to give 
est imates of the directional spectrum. These methods are illustrated by 
application to data taken during the ARSLOE experiment and results 
compared with data measured by the NOAA data buoy XERB. A future 
experiment is planned for the California coast next winter with detailed 
comparisons between real-time CODAR wave measurements and surface 
truth. 
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Measuring Sea Ice Motion with HF CODAR Doppler Transponders 

Randy D. Crissman* and Michael W. Evans** 

* Project Engineer, Gulf Oil Exploration and Production Company, Frontier 
Technology Department, P. O. Box 36506, Houston, Texas 77236 

** President, Codar Technology, Inc., 1428 Florida Avenue, Longmont, 
Colorado 80501 

Gulf Oil Exploration and Production Company completed two major phases 
in the development of a high frequency (HF) CODAR Doppler transponder 
system for measuring sea ice motion in 1983 and 1984. The system measures 
positions and instantaneous velocities of transponders deployed on the ice with 
accuracies of ±160 ft. (±50 m) and ±0.003 ft./sec. (±0.001 m/sec.l. 
respectively, at ranges up to 38 miles (60 km). Each phase of the 
development involved a field deployment of the system in the Beaufort Sea, 
Alaska. The 1983 field program assessed the basic concept of using the 
system to measure ice motion. Based on the encouraging results of the 1983 
program, Gulf committed to a major field demonstration of the system in 1984. 
The 1984 program demonstrated the capability of the system to accurately 
measure real-time velocities and positions of up to 25 transponders deployed on 
sea ice. Such data is considered to be valuable in developing reliable design, 
construction, and operation criteria for Arctic offshore structures and 
systems. 
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88-3-7 

MAPPING ARCTIC PACI(-ICE BREAtWP FROM DIRECT ICE ECHOES 

M.W.Evans 
B.J. Lipa 

D.E. Barrick 
CODAR Systems Incorporated 

Longmont, CO 80501 

R.D. Crissman 
Gulf Oil Exploration and 

Production Company 
Frontier Technology Deptartment 

Houston, TX 77236 

During June-July, 1984, two CODAR stations were deployed on islands in 
Prudhoe Bay (Alaska) to observe the summer pack-ice movement and 
breakup. Although normal ice operations rely on HF transponders 
embedded in the ice to record movement, the systems also observe and 
record echoes from other scatterers in the radar cells. These scatterers 
must be moving in order to identify and separate their echoes in Doppler 
shift from the carrier frequency that is always present in the received 
signals. During breakup, the solid ice cover on the Beaufort that extends 
down to the Alaskan coast most of the year begins to melt and move more 
rapidly, giving rise to mixed coverage conditions which include areas of 
open water along with low-profile pack ice. These separate surface regions 
in an annular CODAR resolution cell could be expected to produce echoes 
from both the moving ice pieces as well as from the Bragg scattering waves 
in the open sea areas. 

Quite strong, direct echoes from moving ice during these periods were 
observed and processed to give maps of ice velocity vectors; the Bragg 
scatter echoes from the short sea waves were processed in the usual way 
to give surface-current maps for the open water regions. The normalized 
backscatter radar cross section per unit area for pack ice at 25 MHz is 
estimated from the data, along with density of ice coverage. The latter is 
compared to optical and SLAR maps of ice cover made from aircraft during 
the same period. Ice velocities from the direct echoes correlate with those 
measured by the transponders, and both follow the wind quite closely. 
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REMOTE SENSING OF ICEBERGS BY HF GROUND WAVE 

DOPPLER RADAR 

John Walsh*, Satish K. Srivastava*, and Barry J. Dawe** 
* Faculty of Engineering and-Applied Science 

** Centre for Cold Ocean Resource Engineering 
Memorial University of Newfoundland 

St. John's, Newfoundland, Canada, AlB 3X5 

88-3-8 

An analytical technique has been developed for estimating the for­
ward propagated and backscattered EM fields for mixed paths with 
discontinuities. The approach is based on the concept of generalized 
functions instead of classical methods and it is open to any finite 
source. The technique has been applied to the remote sensing of ice­
bergs by predicting the backscattered cross-section for assumed iceberg 
models. The source used for these estimates is an elementary vertical 
electric dipole, located close to the surface. The resulting cross-sections 
are found to be dependant on the shape, size, and orientation of the 
modelled icebergs, which is expected physically. A similar technique 
has also been used to estimate the backscattered Doppler spectrum 
from the ocean surface. A model for EM propagation over a spherical 
earth, based on classical methods, has been used to predict forward and 
reverse transmission losses. However, this model includes a modified 
surface impedance, which accounts for layering and surface roughness 
effects. Based on the above results a software model for the detection 
of icebergs using HF Doppler radars has been developed. The model also 
accounts for the standard atmospheric and man-made noise estimates. 

An experiment was designed to test the validity of the iceberg 
detection model. This experiment was recently conducted at Byron 
Bay, Labrador. The hardware used was an HF Doppler radar, operat­
ing at 25.40 MHz. The transmitting antenna was a three element yagi 
array and the receiving antenna was a 24 element, narrow beam, linear 
array. Data was recorded for a considerable number of icebergs at vari­
ous ranges within the receiving beam pattern over a period of two 
weeks. Azimuth and range ground-truthing were provided by transit 
and marine radar. Aerial photography was used for shape and size esti­
mation of the icebergs. The data is presently being analyzed for testing 
the validity of the above software model. The preliminary results are 
very encouraging and strongly suggest that HF radars are effective ice 
hazard remote sensors. 
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AN ANALYTICAL MODEL FOR THE HF BACKSCATTERED 

DOPPLER SPECTRUM FOR THE OCEAN SURF ACE 

Satish K. Srivastava and John Walsh 
Faculty of Engineering and Applied Science 

Memorial University of Newfoundland 
St. John's, Newfoundland, Canada, AlB 3X5 

The classical Rayleigh-Rice perturbation method has been used by 
many investigators for the analysis of EM scattering from rough sur­
faces. By using an alternative approach the authors have developed an 
analytical technique for deriving the scattered EM field from rough sur­
faces. The technique is open to any finite source. An application of this 
method has yielded estimates for the average first and second order 
backscattered Doppler spectrum for an assumed model of the ocean sur­
face (J.Walsh and S.K.Srivastava, Digest National Radio Science Meet­
ing, Boston, pp 55, 1984). The source is assumed to be an elementary 
vertical electric dipole having a periodic, pulsed, sinusoidal excitation 
and the receiving antenna is assumed to have a narrow beam width. 
The first order represents single scattering at the primary ocean surface 
patch. The first term of the second order represents double scattering at 
the primary patch. These results are the same as those derived by 
other investigators using the above perturbation method, for a plane 
wave incident field. However, our second order result contains two 
additional terms. The first additional term represents first scattering at 
the source point and second scattering at the patch. The second addi­
tional term represents off the patch double scattering. The use of a 
dipole source accounts for these additional terms. 

The above analysis has been extended for a wide beam or omni­
directional receiving antenna. For this antenna configuration two more 
contributions to the second order result have been identified. The first 
new term accounts for first scattering at the patch and the second 
scattering at the source point. The second new term accounts for first 
scattering at any point between the source and the patch and the 
second scattering occurring at a point in the opposite direction such 
that all the first and second order signals are received at the same time. 
Complete expressions for these terms are given. This constitutes a 
more complete model for HF scattering from the ocean surface, thus 
providing an improved estimation of the radar return when using an HF 
Doppler radar, for a general antenna configuration. 
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UNDERST ANDING AND DEALING WITH ANTENNA PATTERN 
DISTORTIONS IN CODAR SYSTEMS 

Donald E. Barrick 
Belinda J. Lipa 

Ocean Surface Research 
Boulder, CO & Woodside CA 

SS-3-10 

CODAR embodies the use of compact antennas at HF for directional 
information, rather than large phased arrays that are impractical in a host 
of coastal and offshore applications. Distortions from the ideal omni­
directional pattern of the vertical monopole/dipole, or the ideal cosine 
pattern of the small loop, will produce significant biases in the 
extraction of directional information from such systems. The use of 
MININEC, a widely available moment-method numerical electromagnetics 
computer code, has identified and quantified several sources of 
distortions: (j) mutual coupling among the four whips in the original 
CODAR square receiving array; (ij) interaction with metallic structures 
(such as the tower on an offshore oil rig) in the antenna near field; (iii) 
radiation from unbalanced feeder lines. 

When the identified distortion cannot be eliminated, as in the case of 
CODAR operation from an offshore metal platform, it must be quantified by 
either applying the above computer code to solve for the pattern exactly, 
and/or by measuring the pattern. Then the actual, distorted patterns are 
used in the least-squares solutions for the desired ocean directional 
parameters (e.g., current vectors, wavefields, transponder-drifter tracks) 
and their uncertainties. Examples of distorted patterns measured for 
CODAR operating from an offshore rig in the North Sea are shown. The 
method described above is then applied to measured sea-echo data, and the 
extracted surface-current maps exhibit none of the chaotic nature they 
had when distortions were ignored. 
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MONDAY, June 17 P.M. Le LUNDI17 juin 

AP-S/URSI COMMISSION F - JOINT SESSION/SESSION JOINTE 

Wave Propagation/ 
Land Mobile 

1:30 - 5:00 
IRC-3 

Propagation des ondes / 
systemes mobiles 

Chairperson/President: R.J. Bultitude, Communications Research Centre. Ottawa. ON 

1 "SPECTRAL" ANALYSIS OF THE CLASSICAL SOMMERFELD PROBLEM. D.S. Gilliam. Texas 
Tech University. Dept. of Mathematics. Lubbock. TX. USA; J.R. Schulenberger, ANAH Res. Corp .. 
Tucson. AZ. USA 

2 THE DETERMINATION OF ATMOSPHERIC PROPAGATION PARAMETERS AT OPTICAL AND 
MILLIMETER WAVELENGTHS VIA THE STATISTICAL FOURIER OPTICAL METHODS. R.M. Man­
ning, F.L. Merat, Case Western Reserve University. Dept. of Electrical Engineering and Applied Physics. 
Cleveland. OH. USA 

3 UHF-BAND RADIO PROPAGATION CHARACTERISTICS FOR LAND MOBILE SYSTEM USING 
LOW ANTENNA HEIGHT BASE STATIONS. M. Kaji, A. Akeyama, Nippon Telegraph and Tele­
phone Public Corporation. Yokosuka Electrical Communication Laboratory. Kanagawa-ken. Japan 

4 A MODEL FOR WAVE PROPAGATION IN AN ANISOTROPIC TURBULENT ATMOSPHERE. R.M. 
Manning. Case Western Reserve University. Dept. of Electrical Engineering. and Applied Physics. 
Cleveland. OH. USA 

5 THE PRINCIPLE AND TECHNIQUE FOR LARGE OR SMALL DISPLACEMENT MEASUREMENT BY 
USING THE METHOD OF RANDOM COINCIDENCE IN THE TURBULENT ATMOSPHERE. G.-L. 
Tan, G.-H. Feng, X.-D. Huang, J.-R. lin, Q.-E. Zhao, Wuhan University. Dept. of Physics. Wuhan. 
China; P.-Y. Lu, South and Central College for National Minorities 

6 THE ELlMINATION-COMPENSATION-UTILlZATION TECHNIQUE OF THE TURBULENCE EF­
FECTS OF THE COLLIMATED LASER BEAM IN THE ATMOSPHERIC PROPAGATION - THE 
DISTRIBUTION AND COMPENSATION OF THE SPOT DANCE. G.-L. Tan, P.-Y. Lu, G.-H. Feng, 
J.-R. lin, Q.-E. Zhao, X.-D. Huang, Wuhan University. Dept. of Physics. Wuhan. China 

7 EXPERIMENTAL STUDY OF THE COVARIANCE FUNCTION OF THE FADING SIGNAL ENVELOPE 
IN THE 800 MHz BAND. T. Knight, H.M. Hafez, Carleton University. Dept. of Systems and Computer 
Engineering. Ottawa. ON 

8 PROPAGATION MEASUREMENTS FOR LAND MOBILE SATELLITE SYSTEMS. J.S. Butterworth, 
Department of Communications. Communications Research Centre. Ottawa. ON 

9 PROPAGATION EFFECTS ON LAND MOBILE SATELLITE COMMUNICATIONS. W.L. Stutzman. 
W.S. Bradley, Virginia Polytechnic Institute and State University. Dept. of Electrical Engineering. 
Blacksburg. VA. USA 

Abstracts of paper nos. 3, 7, 8 and 9 appear in this volume while 
the digests of paper nos. 1, 2, 4, 5 and 6 appear in the AP-S volume 

Les resumes des communications numeros 3, 7, 8 et 9 paraissent dans 
ce volume tandis que les condenses des communications 1, 2, 4, 5 et 6 

paraissent dans le volume AP-S 
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APS/URSI-F-3 
UHF-BAND RADIO PROPAGATION CHARACTERISTICS FOR LAND MOBILE 

SYSTEM USING LCM ANTENNA HEIGHT BASE STATIONS 

Masatake KAJI and Akira P¥.F:'lPMA 
YokosUka Electrical Communication Laboratory 

Nippon Telegraph and Telephone Public Corporation 
YokosUka-shi, Kanagawa-ken, 238-03 Japan 

1m extrerrely small zone land !robile system (with radio zone 
radius less than 1 kIn ) is JOOst suitable for realizing low power 
portable radio communication services. However, many base stations 
nust be constructed very closely, and the base station anterma 
height must be approximately 10 to 30 m to reduce co-channel 
interference and to decrease the construction cost. In the land 
!robile system, the path loss vitally depends on the base station 
anterma height, and when the base station anterma height is lower 
than building height the propagation mechanism may differ from that 
of the propagation mechanism using a high anterma base station. 

When the base station anterma height is equal or lower than that 
of surrounding buildings, same waves diffract at the top of surround­
ing buildings and the other waves propagate along roads. 

In this paper, waves which propagate over the tops of buildings 
are called ''building diffracted waves" ( BD waves), and waves 
which propagate along road paths are called "road guided waves" 
( RG waves). 

BD waves propagate in all directions, while RG waves propagate 
in a linear fashion like plant roots. The total received power is 
the summation of received power from both BD waves and RG waves. 

Strength of waves depends on factors such as base station antenna 
height, frequency, propagation distance and building distribution. 

For BG waves, diffraction losses are large, but increase of path 
loss with distance is small. 

For RG waves, path loss is very small when the road is 
straight, but increases abruptly at the corners of roads. 

Therefore, RG waves are stronger than BD waves in areas near the 
transmitting anterma, and BD waves are stronger than RG waves in 
areas far from transmitting antenna .. 

The propagation test has been carried out to clarify the above 
!rodel in high density building areas at 457 MHz, 920 MHz, 1.45 GHz 
and 2.2 GHz using half wave length dipole antermas. 

Variations in path loss with distance is divided into three 
regions. 

The first region is the nearest the base station; in this 
region, loss increases in distance exponentially by 2 - 3. In the 
second region, loss increases abruptly by 6 - 7. In the third 
region, loss increases by 3 - 4. 

In the first region, RG waves are potent and road visibility 
is very good; thus loss increase gradient is small. In the second 
region, road visibility decreases at cOrners of roads; RG waves 
decreases rapidly. In the third region, BD waves becomes stronger 
than RG waves, so loss increase gradient becomes smaller than that 
of the second region. 

The effctiveness of this propagation !rodel consisting of two 
types of waves is supported by the data from various measurements. 

It has been shown that total received power can be evaluated by 
superposing two types of received power. 
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EXPERIMENTAL STUDY OF THE COVARIANCE FUNCTION OF THE FADING 
SIGNAL ENVELOPE IN THE 800 MHZ BAND 

by 
T. Knight and H. M. Hafez 

Dept. of Systems and Computer Engineering, 
Carleton University, 

Ottawa, Ontario, Canada, KIS 5B6 

The covariance function is essential for short term predic­
tion of random signals. In land mobile channels, the envelope of 
the received signal fluctuates with time over wide dynamic range. 
For most applications, the envelope fluctuation is slow compared 
to the bandwidth of the transmitted signal, but fast enough to 
cause considerab1e disturbances to the demodulation process. 
Under these conditions knowledge of the covariance function of 
the process allows the receiver to track the envelope variation 
and adaptive1y correct it. 

In this paper, we study the covariance function of the 
fading process in the 800 Mhz frequency band. The study is based 
on experiments conducted in various areas within the city of 
Ottawa, Canada. In these field measurements both the signal 
envelope and the vehicle speed were recorded simultaneously in 
areas representing urban, suburban and highway terrains. Details 
of the signal processing and statistical analysis of the signal 
envelope ae presented. 

The paper presents new and important results about the short 
term correlative behaviour of the received signals in land mobile 
communications systems. The results may be used in the applica­
tion of adaptive mobile receivers. 

619 



APS/URSI-F-8 
Propagation Measurements for Land Mbbile Satellite Systems 

John S. Butterworth 

Communications Research Centre/Dept. of Communications 

Box 11490, Station H, Ottawa, Canada K2H 8S2 

Measurements of excess path-loss and polarization 
discrimination were made in support of the Oept. of 
Communications mobile-satellite program (MSAT). A helicopter 
carrying a transmitter and antenna was used to simul ate an 
870 MHz satell ite signal source. During measurements, the 
hel icopter flew above a road parallel to that followed by the 
test vehicle and moved along at the same speed, to keep a 
near-constant bearing and elevation from the test vehicle. The 
routes chosen for the measurements passed through a rural area 
which was 35% woodland, the rest being cleared land. 

Data collected using an omni-azimuth receiving antenna in 
areas of open terrain had a mUltipath-to-constant-component 
ratio of about -11 dB. Measurements of the combined effects of 
fading and shadowing over 50 km of rural roads showed that the 
excess-loss margins above minimum quality of about 14 dB would 
be required to provide service to 99% of the locations at 20 0 

elevation angle (Fig. 1). Fading and shadowing effects were 
simulated in the laboratory by using a modified version of 
previous simulators. 

Measurements of polarization discrimination over the full 
test route showed that the median value of the co-polar/cross­
polar ratio of the received signal for 200 elevation angle was 
about 3 dB. In completely open terrain, this figure rose to 
about 10 dB. 
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APS/URSI-F-9 

PROPAGATION EFFECTS ON 
LAND MOBILE SATELLITE COMMUNICATIONS 

W. L. Stutzman 
W. S. Bradley 

Virginia Polytechnic Institute and State University 
Electrical Engineering Department 
Satellite Communications Group 

Blacksburg, Virginia 24061 

Satellite systems are being planned for two-way 
communication with mobile vehicles using L-band fre­
quencies. Of special concern in the system design are 
the characteristics of propagation in suburban and 
rural areas where fading occurs due to multipath 
effects and vegetative absorption. 

This paper presents the results of a study on 
land mobile satellite communication propagation. 
First, available experimental data are examined, 
compared, and summarized. Next, the modeling of the 
fading statistics is discussed and model calculations 
are compared to experimental results. Finally, the 
impact of the propagation effects on digitally modu­
lated systems is presented. 
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