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NOTE 

Programs and Abstracts of the USNC-URSI Meetings are available from: 

USNC-URSI 
National Academy of Sciences 
2101 Constitution Avenue, N.W. 
Washington, D.C. 20418 

at $2.00 for meetings prior to 1970, $3.00 for 1971 - 1975 meetings, 
and $5.00 for the 1976 meeting, and $6.00 for the 1977 meeting. The 
full papers are not published in any collected format, and requests 
for them should be addressed to the authors who may have them 
published on their own initiative. Please note that these meetings 
are national and are not organized by international URSI, nor are 
these programs available for the international Secretariat. 
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WELCOME 

TO 

SAN FRANCISCO 

The steering committee of the 1977 APS-URSI Symposium welcomes you to San 
Francisco and the campus of Stanford University. 

The Technical Program Committee headed by Professor Kenneth K. Mei has 
worked tirelessly to provide you with an outstanding collection of papers 
describing the latest advances in the field of electromagnetics. We hope 
that you will find your visit here professionally stimulating and rewarding. 

San Francisco is the cultural and financial center of the western United 
States. It abounds in museums, art galleries, opera, ballet, theatre, 
restaurants, sports and entertainment of all kinds. We hope that you will 
find the time to sample and savor this galaxy of attractions. To this end, 
Dr. Tony Jennetti, Chairman of the Arrangements Committee, has planned two 
special events for you. California is the wine capital of the United 
States. On Tuesday evening we will visit the famous Paul Masson Winery 
to taste their wines and enjoy an outdoor steak barbecue dinner. San 
Francisco boasts the largest Chinese settlement in the United States. On 
Wednesday evening we will travel to romantic and enchanting Chinatown for 
a magnificent Chinese banquet at the Four Seas Restaurant. 

Finally, I wish to thank all those who helped to make this Symposium 
the grand event that it is: the committeemen, the speakers, the session 
chairmen, Stanford University and our Industry supporters. We are all 
volunteers. No one is paid for his services. If you find the opportunity, 
take a minute to thank these hard working members personally for. their 
efforts. For without them, there would be no Symposium. 

Iill 

C?~~ f£G;;:ptti; 
~;ohn B. Damonte 

General Chairman 
Steering Committee 
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IN MEMORY OF 

Professor Samuel Silver, born in 
Philadelphia, Pennsylvania(USA) on 
February 25, 1915, died on November 5, 
1976, in Walnut Creek near Berkeley, 
California (USA). He is survived by 
his wife, Marjorie Silver, a son 
Daniel Silver, a daughter Deborah 
Brewer, both of Maryland (USA), and 
six grand-children. 

Professor Silver's affiliation with 
URSI began after World War II when, 
in 1950, he became a member of the 
USA National Committee. He served as 
Chairman of USA Commission 6 from 
1950-1954 and thereafter as Secretary 
(1957-1963) and Vice-Chairman 
(1963-1966) of the USA National 
Committee. At the same time, he held 
positions within the URSI International 
Organization: Chairman of Commission 
6 (1952-1957), Vice President 
(1963-1966) and President (1966-1969). 
He also was Chairman of the 
Committee on Space Radio Relays and Committee on Space Research (COSPAR) (1957-1966) , 
and URSI representative to the Executive Councils of COSPAR and ICSU (International 
Council of Scientific Unions). He was a delegate to every General Assembly of URSI 
since 1950, and was elected permanent Honorary President of URSI at the Warsaw 
General Assembly in 1973. 

While his broad scientific interests related to the work of several of the URSI 
Commissions, Professor Silver's closest contacts remained with Commission 6. He 
was a major participant in the conception and organization of the first International 
Electromagnetic Wave Theory Symposium at McGill University, Montreal, Canada, in 
1953. The outstanding success of this symposium has led to a regular triennial series 
of symposia under this heading, which constitute the most important international 
forum on electromagnetic theory and its impact on other disciplines. As Chairman 
of Commission 6, Silver stressed the importance of broadening the scope of its 
activities and of addressing problems which are of concern to other commissions. 
His forward looking view of the role of Commission 6, as well as a tracing of 
historical events leading to its formation in 1950, are contained in Silver's 
report Radio Waves and Circuits, Vol. 6 of the Proceedings of the XIIIth General 
Assembly of URSI, Elsevier Publishing Company (1960). 

Professor Silver's scientific orientation ranged from theory to application, with 
strong emphasis on the latter. A physicist by academic training, with B.A. and 
M.A. degrees from Temple University, Philadelphia, Pennsylvania (USA) and the Ph.D. 
degree from the Massachusetts Institute of Technology (MIT) in 1940, he soon 
thereafter bridged the gap with engineering by becoming involved from 1943-1946 
in microwave antenna problems at the MIT Radiation Laboratory. The book Microwave 
Antenna Theory and Design, Vol. 12, MIT Radiation Laboratory Series (1949), for 



which he served as Editor and major contributor, became the foundation for modern 
microwave antenna research and development and still is a standard reference text. 
Silver's own perceptions of his scientific interests and activities are contained 
in a fascinating lecture delivered on the occasion of the bestowal upon him of the 
second John T. Bolljahn Memorial Award (the lecture is reprinted in IEEE Transac­
tions on Antennas and Propagation, May 1972). Apart from the clarity with which 
the various scientific endeavors are described there, and which demonstrates hts 
qualities as an outstanding teacher, the reader cannot fail to note the thoughtful 
attribution of credit to others, especially graduate students, who participated in 
the work. 

After leaving the MIT Radiation Laboratory, Professor Silver joined the faculty 
of the Department of Electrical Engineering, University of California, Berkeley, 
where in 1950 he was made Professor of Electrical Engineering, and a few years 
later Professor of Engineering Science. At the University of California, Berkeley, 
he developed a research program on microwave antennas and applied electromagnetic 
theory and related areas of microwave electronics. He organized the Electronics 
Research Laboratory of the Department of Electrical Engineering, of which he became 
Director in 1956. In 1960 he was appointed to the post of Director of the Space 
Sciences Laboratory and given the task of developing a campus-wide program of 
space research and a facility to serve as a center for faculty/graduate student 
work in the space sciences. He was a Fellow of the Institute of Electrical and 
Electronics Engineers (IEEE), the American Geophysical Union and the American 
Physical Society, a member of the American Meteorological Society, and the recipient 
of Guggenheim Fellowship Awards in 1953 for his work on scattering and diffraction 
of electromagnetic waveti, and in 1960 for his research in physics of the upper 
atmosphere. He received an honorary degree of D.Sc. in 1963, and a Distinguished 
Alumnus Award in 1964, from his alma mater, Temple University. He was elected to 
the U.S. National Academy of Engineering in 1968 and as already noted, was the 
second recipient of the John T. Bolljahn Memorial Award. 

While his scientific accomplishments and his dedication to his profession earned 
Professor Silver the admiration and respect of his peers, those who knew him well 
loved him for his human qualities. He was uncompromising in his quest for excell­
ence and in upholding what he perceived to be basic principles of integrity and 
conduct within and outside the scientific sphere. He was truly an educator, freely 
giving advice and counsel. He was modest, unassuming and gentle when dealing with 
people but impatient with those whom he thought pompous or hypocritical. He had 
a highly developed sense of humor and would relate a good joke with relish. He was 
proud of his ethic and religious heritage as a Jew and even included in his curri­
culum vitae the sources of his pre-college religious education. He was compassionate 
of the human condition but realistic about the difficulties in effecting a change. 
To many who knew him, he was a true friend. He will be sorely missed. 
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DESCRIPTION OF 

INTERNATIONAL UNION OF RADIO SCIENCE 

The-International Union of Radio Science is one of 17 world scien­
tific unions organized under the International Council of Scientific 
Unions (ICSU). It is commonly designated as URSI (from its French name, 
Union Radio Scientifique Internationale). Its aims are (1) to promote 
the scientific study of radio communications, (2) to aid and organize 
radio research requiring cooperation' on an international scale and to 
encourage the discussion and publication of the results, (3) to facili­
tate agreement upon common methods of measurement and the standardiza­
tion of measuring instruments, and (4) to simulate and to coordinate 
studies of the scientific aspects of telecommunications using electro­
magnetic waves, guided and unguided. The international Union itself 
is an organizational framework to aid in promoting these objectives. 
The actual technical work if largely done by the National Committees 
in the various countries. 

The officers of the International Union are: 

President: J. Voge (France) 

Immediate Past President: W.J.G. Beynon (UK) 

Vice Presidents: W.N. Christiansen (Australia) 
W.E. Gordon (USA) 
V.V. Migulin (USSR) 
F.L.H.M. Stumpers (Netherlands) 

Secretary General: C.M. Minnis (Belgium) 

Honorary Presidents: B. Decaux (France) 
W. Dieminger (West Germany) 
J.A. Ratcliffe (UK) 
R. L. Smith-Rose (UK) 

The Secretary's office and the headquarters of the organization 
are located at 7 Place Emile Danco, 1180 Brussels, Belgium. The Union 
is supported by contributions (dues) from 35 member countries. Addi­
tional funds for symposia and other scientific activities of the Union 
are provided by ICSU from contributions received for this purpose from 
UNESCO. 

The International Union, as of the XVIII General Assembly held in 
Lima, Peru, August 1975, has nine bodies called Commissions for central­
izing studies in the principal technical fields. The names of the 
Commissions and the chairmen to follow. 

v 



A. Electromagnetic Metrology 
Altschuler (USA) 

B. Fields and Waves 
van Bladel (Belgium) 

c. Signals and Systems 
Picinbono (France) 

D. Physical Electronics 
Smolinski (Poland) 

E. Interference Environment 
Likhter (USSR) 

F. Wave Phenomena in Nonionized Media 
Eklund (Sweden) 

G. Ionospheric Radio 
King (United Kingdom) 

H. Waves in Plasmas 
Gendrin (France) 

J. Ra4io Astronomy 
Westerhout (USA) 

Every three years, the International Union holds a meeting called 
the General Assembly. The next General Assembly, the XIX, will be held 
in Helsinki, Finland in August 1978. The Secretariat prepares and dis­
tributes the Proceedings of these General Assemblies. The International 
Union arranges international symposia on specific subjects pertaining 
to the work of one Commission or to several Commissions. The Interna­
tional Union also cooperates with other Unions in international symposia 
on subjects of joint interest. 

Radio is unique among the fields of scientific work in having a 
specific adaptability to large-scale international research programs, 
for many of the phenomena that must be .studied are worldwide in extent 
and yet are in a measure subject to control by experimenters. Explora­
tion of space and the extension of scientific observations to the space 
environment is dependent on radio for its communication link and at the 
same time expands the scope of radio research. One of its branches, 
radio astronomy, involves cosmos-wide phenomena. URSI has in all this 
a distinct field of usefulness in furnishing a meeting ground for the 
numerous workers in the manifold aspects of radio research; its meetings 
and committee activities furnish valuable means of promoting research 
through exchange of ideas. 

vi 



u.s. National Committee 
for the 

International Union of Radio Science 

MEMBERSHIP 

Officers and Editor 

Chairman 
Vice-Chairman 
Secretary 
Editor 

Members from National Societies 

AGU 
IEEE 

*Dr. John V. Evans 
*Dr. C. Gordon Little 
*Dr. James R. Wait 

Dr. Thomas B.A. Senior 

Dr. Alexander J. Dessler 
Dr. Ernst Weber 

Liaison Representatives from Goverment Agencies 

OTP Mr. S.E. Probst 
NSF Dr. R. Marcus Price 
DOC Mr. Alan H. Shapley 
NASA Dr. Erwin R. Schmerling 
FCC Mr. Harry Fine 
DOD Mr. Emil Paroulek 
Army Mr. A. W. Anderson 
Navy Dr. Alan H. Schooley 
Air Force Dr. A. C. Schell 

Members-at-Large (twelve) (Term expires December 31 of year indicated) 

1977 

Mr. Jack W. Herbstreit - E, F g 
Dr. Curtis C. Johnson - B u 
Prof. V.H. Rumsey - B, J u 
Prof. John M. Wozencraft - B, C u 

1978 

Dr. David Atlas 
Dr. Jack K. Wolf 
Dr. M.K. Barnoski 

- F np 
- B, C u 
- i 

*-Members of Executive Committee (the USNC Executive Committee 
consists of the Chairman, Vice-Chairman, Secretary and Immediate 
Past Chairman). 

~: 
1. Capital letters designate the commissions of which the individuals 

are members. 

2. Small letters designate employment of individuals: 
g (government), i (industry), np (nonprofit) and u (university). 
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Ex-Officio Members 

a. Immediate Past Chairman of USNC-URSI *Dr. Francis S. Johnson 

b. Chairmen of the USNC-URSI Commissions 

Commission A Dr. George E. Schafer 
Commission B Dr. Thomas A. Senior 
Commission C Dr. William F. Utlaut 
Commission D (Vacant) 
Commission E Mr. George H. Hagn 
Commission F Dr. A.H. LaGrone 
Commission G Dr. Thomas E. VanZandt 
Commission H Dr. Frederick W. Crawford 
Commission J Dr. K.1. Kellerman 

c. Officers of URSI resident in the United States 

Vice President *Prof. William E. Gordon 

d. Chairmen and Vice-Chairmen of Commissions of 
URSI resident in the United States 

Chairman of Commission A Dr. Helmut M. Altschuler 
Chairman of Commission J Prof. Gart Westerhout 
Vice-Chairman of Connnission B Prof. Leopold B. Felsen 
Vice-Chairman of Commission E Mr. George H. Hagn 
Vice-Chairman of COInnlission F Prof. Alan T. Waterman 
Vice-Chairman of Commission H Dr. Frederick w. Crawford 

e. Foreign Secretary of the U.S. National 
Academy of Sciences Dr. George S. Mammond 

f. Chairman, Officer of Physical Sciences-
NRC Dr. D. Allan Bromley 

Honorary Members 

*Mernbers of Executive Committee 

viii 

Dr. Harold H. Beverage 
Prof. Arthur H. Waynick 



1. 0900 

2. 0910 

3. 0940 

4. 1010 

1040 

5. 1100 

6. 1130 

7. 1200 

Memorial Session for PROFESSOR SAMUEL SILVER, 1915-1976 

Combined Session (URSI lENS, IEEE APS, USNC/URSI) 

Wednesday, June 22 

Chairman: J.G. Van Blade1 
Laboratorium voor Electromagnetisme 

en Acustica 
Ghent, Belgium 

Page No. 

EULOGY 
L.B. Felsen 
Polytechnic Institute of New York 

PROPAGATION IN THE DIPOLE-MODE ALONG METAL HAVEGUIDE 
STRUCTURES OF CIRCULAR CROSS SECTION 
H.M. Barlow 
University College, London, England 

WAVEGUIDES FOR INTEGRATED OPTICS: COMPARISON OF 
ANALYSIS METHODS AND NEI, PHYSICAL EFFECTS 
S.T. Peng, A.A. Oliner 
Polytechnic Institute of New York 

SYNTHESIS OF OFFSET DUAL SHAPED REFLECTORS HITH 
ARBITRARY CONTROL OF PHASE AND AMPLITUDE 
V. Galindo-Israel, R. Mittra 
Jet Propulsion Laboratory 

BREAK 

REMOTE SENSING - THE OTHER SIDE OF THE COIN 
C. G. Little 
NOAA, Boulder 

OBSERVATION HITH INCOHERENT SCATTER RADAR OF IONOSPHERIC 
MODIFICATION IN THE AURORA ZONE DURING PARTICLE PRE­
CIPITATION AND JOULE HEATING EVENTS 
J.D. Kelly, V.B. Hickwar 
Stanford Research Institute 

SHORT I,AVE PLASMA DIAGNOSTICS: INVERSE PROBLEM OF 
ELECTRO}~GNETIC DIFFPACTION ON A CYLINDRICAL COLUMN 
L.A. Wainstein 
USSR Academy of Sciences, MoscoW, USSR 

ix 

1 

4 

11 

15 

19 
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1. 1330 

2. 1350 

3. 1410 

4. 1430 

1450 

5. 1510 

6. 1530 

7. 1550 

8. 1610 

9. 1630 

OPTICS 

Commission B - Session 1 
(Joint with IEMS Session 5) 

Wednesday p.m., June 22 

Chairman: L.B. Felsen 
Polytechnic Institute of New York 
Brooklyn, New York, USA 

Title 

SCATTERING AND GUIDED WAVES IN OPTICAL DIELECTRIC 
WAVEGUIDES HITH RANDOM INHOMOGENEITIES 
Y. Miyazaki 
Nagoya University, Japan 

ON THE MATCHING OF TWO OPTICAL HAVEGUIDES 
B. Rulf* 
National Research Council of Canada, Ottawa 
*on leave from Tel Aviv University, Israel 

FREE AND FORCED OSCILLATIONS OF A FABRY-PEROT 
RESONATOR WITH A UNIAXIAL DIELECTRIC SLAB 
H. Blok, N.P. DeKoo 
Delft University of Technology, The Netherlands 

LEAKY-WAVE CHARACTERISTICS OF DIELECTRIC GRATINGS 
WITH ARBITRARY PROFILES 
S.T. Peng, T. Tamir, K.C. Chang 
Polytechnic Institute of New York 

BREAK 

22 

25 

28 

31 

BEAM DISPLACEHENT OF A REFLECTED BEAM AT AN INTERFACE 34 
BETWEEN INHOMOGENEOUS MEDIUM AND FREE SPACE 
S. Kozaki, H. Harada 
Gumma University, Kiryu, Japan 

THE DIFFRACTION OF GAUSSIAN BEAMS BY PERIODIC LAYERS 
R.S. Chu*, J.A. Kong**, T. Tamir*** 
*GTE Sylvania, Inc., Needham, Ma. 
**Massachusetts Institute of Technology 
***Polytechnic Institute of New York 

BEAM PROPAGATION IN MULTIMODE FIBER GUIDES 
C. Yeh 
University of California, Los Angeles 

MICROBEND LOSSES IN MULTIMODE OPTICAL FIBERS 
A.Q. Howard, Jr. 
University of Arizona, Tucson 

APPLICATION OF GEOMETRICAL OPTICS TO SCATTERING OF 
PLANE ELECTRO}~GNETIC WAVES BY GRADED INDEX OPTICAL 
FIBRE 
P.L. Chu 
University of New South Wales, Australia 

x 

36 

38 

39 

42 
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5. 1450 

1510 

6. 1530 

7. 1550 

8. 1610 
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i:: 'I 

TRANSIENTS, SEM, AND IDENTIFICATION 

Commission B - Session 2 
(Joint with IEEE APS Session 20) 

Wednesday p.mo, June 22 

Chairman: MoB. Van Blaricum 
MEC 
Santa Barbara, California 

TRANSIENT RADIATION FROM A SPHEROIDAL ANTENNA 
G. Franceschetti, J.D. Kotulski, P.L.E. Uslenghi 
University of Illinois 

SEM PARAMETERS OF A TIUN CYLINDER ABOVE LOSSY GROUND 
T.H. Shumpert*,D.H. Herndon** 
*Auburn University 
**Harris Electronics, Inc. 

A PROCEDURE FOR CONSTRUCTING SINGLE PORT EQUIVALENT 
CIRCUITS FOR ANTENNAS FROM THE SEM SOLUTION 
B~Kq Singaraju*, CoEo Baum** 
*Dikewood Industries, Inc. 
**MrForce Weapons Laboratory 

TRANSIENT RESPONSE OF A WIRE BEHIND AN APERTURE 
PERFORATED CONDUCTING SCREEN DUE TO AN EMP 
EXCITATION 
K.R. Umashankar, S. Singarayar 
University of Mississippi 

A DISCRETE SAMPLING APPROACH TO THE INVERSE 
SCATTERING PROBLEM 
P. Jedrzejewski, H. Kritikos 
University of Pennsylvania 

BREAK 

EXACT SOLUTION TO AN INVERSE SCATTERING PROBLEM 
Shimon Coen 
University of California at Berkeley 

IDENTIFICATION OF EM SPECTRUM BY KNOWN POLE SETS 
E.K. Miller, J.N. Brittingham, J.L. Willows 
Lawrence Livermore Laboratory 

CLASSIFICATION OF RADAR TARGETS BY MULTIFREQUENCY 
MEASUREMENTS 
J.P. Toomey, C.L. Bennett 
Sperry Research Center 

SUBOPTIMAL SYSTEM APPROXIMATION/IDENTIFICATION BY 
COMPLEX EXPONENTIALS 
T.K. Sarkar*, J. Nebat**, D.D. Weiner** 
*Rochester Institute of Technology 
**Syracuse University 
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4. 1430 
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6. 1530 
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(Joint with IEEE APS Session 19) 

Wednesday p.m., June 22 

Chairman: K. Casey 
Kansas State University 
Manhattan, Kansas 
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Combined Session, 0910, Wednesday, June 22 

PROPAGATION IN THE DIPOLE-HODE ALONG HETAL WAVEGUIDE 

STRUCTURES OF CIRCULAR CROSS-SECTION. 

Harold H.Barlow 
Department of Electronic & Electrical Engineering, 

University College, London, United Kingdom. 

The HEll dipole-mode propagated along a dielectric rod or tube 
is well lmownj(tJ it is a 'slow' wave not subject to cut-off and has 
found application both in the microwave and optical parts of the spectrum. 

An alternative form of waveguide for use at the lower frequencies 
in the support of this wave, is a cylindrical grid of wires running 
parallel to one another along the length of the waveguide and separated 
by dielectric. Fig.1.(a). The essential requirement is a structure 
capable of energy storage and one that presents at its cylindrical 
surface, inductive impedance to longitudinal current associated with 
capacitive impedance to circumferential current. Both the dielectric 
and metal waveguides described possess characteristics of the kind 
required but the wire-grid structure exhibits a specially interesting 
and important feature namely, falling axial attenuation as the number 
of wires forming the grid is increased and this simultaneously with 
rising radial attenuation. Fig.1.(b). The penalty of increasing the 
number of wires lies in a progressive decrease in power-carrying 
capacity, which of cours.e falls to zero when adjacent wires ultimately 
touch one another. In a practical multi-wire arrangement e.g. 16 copper 
wires, the decay of the field in the radial direction at 2 G.Hz., may 
be as much a~310 Nepers/m. with corresponding axial attenuation of only 
about 2 X 10 Nepers/m. 

The disadvantage of any single-surface waveguide is that it can 
never be completely screened and an important consideration in this 
work is therefore, the effect of enclosing the structure in a continuous 
coaxial metal sheath. Fig.2.(a). It will be recalled that when the 
circular 'slow' surface-wave is enclosed,the familiar coaxial T.E.H. 
mode is obtained. 

Starting from the dipole wave-equation describing behaviour in an 
annular dielectric-filled space between two coaxial surfaces of defined 
impedances to axial and circumferential currents,(~) computations have 
been made at 2 G.Hz. for a wire-grid type of inner surface ranging in 
radii ~ from 0.5 cm. upwards, associated with a continuous smooth 
metal outer of fixed radius r 2 = 4 cms. Thus, the surface impedances, 
looking towards the axis of the guide are;-

for the inner Z)(, = (1+j)R and Ze, = (R-jXe,) , while 
for the outer ~ = Ze = -(1+j)R where R =m and 'I[ is the 
conductivity of the m~tal, assumed to be the same throughout. 

Having defined the sur·face impedances, lee, being taken as a 
nominal 1000 Ohms, the calculations from real and imaginary parts of the 
wave-equation can conveniently be made in terms of (a/b) and (b) where 
the radial propagation constant u = (a-jb). For a structure in which 
the dielectric is loss-less we have ab = a~ , a being the corresponding 
axial attenuation and ~ the axial phase-change, a quantity that remains 
substantially constant. The results are shown in Fig.2.(b). 
To satisfy the requirements (ajb) was found to be just a little greater 
than ( 1+J;!), the figure that characterises p~QPagation in the circular 
mode between two smooth coaxial metal surface~) There is thus, a 
radical change from the situation found in the case of the unscreened 
dipole-mode when supported by a similar wire-grid structure for which 
(a/b) was found to be of the order of 200 or 300. 

lilt 



The outer screen when added, therefore tends to dominate the field 
distribution and therein lies the importance of the inner for the 
support of a significant dipole-mode. The wire-grid structure, with 
the possibility of a strong electric field across its diameter, performs 
better as an energy-storage structure than a simple dielectric rod. 
Moreover, when using a grid of parallel wires Zx, acquires a slightly 
increased inductive reactance while !e, becomes finite, producing a value 
of (alb) some 10-z % above the ( 1+j2 ) figure for the screened circular 
mode. The values of a , computed as they were for (a/b) close to 
2.4142 , were not significantly affected either by small changes in (a/b) 
or by the corresponding Xe, quantity. At the same time Xe proved to be 
very dependent on the precise value required for (a/b). ' 

The presence of the outer metal screen makes possible 'fast' waves 
if the cross-sectional dimensions are sufficient. In particular, the 
septum-mode may make its appearance when semi-circumferential half-wave 
resonance is permitted, the approximate cut-off wavelength of this mode 
being i\,= T( (r, + r~). Fig.2.(a). 

A prominent feature of the a curve in Fig.2.(b), is what appears 
·to be shunt resonance behaviour in the expected septum-mode region and 
this leads to a steep rise in transmission losses. However, for the 
most part, the attenuation of the circular 'slow' wave mode (coaxial 
T.E.M.), as shown by the dotted V curve in Fig.2.(b), remains 
comparatively high. The field of the dipole-mode necessarily penetrates 
to the axis of the inner wire-grid structure while, in the case of the 
circular mode the field cannot go beyond the surface of the inner and 
power transmission is then confined to the annular space between the 
two surfaces. 

Employing suitable parameters for the wire-grid structure of the 
inner, incorporating some solid dielectric for support of the wires and 
inCidentally thereby accentuating electric field-strength capability, 
it seems likely that a practical screened dipole-mode cable of 
comparatively small loss, can be developed. 
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WAVEGUIDES FOR INTEGRATED OPTICS: COMPARISON OF 
ANALYSIS METHODS, AND NEW PHYSICAL EFFECTS 

S. T. Peng and A. A. Oliner 
Polytechnic Institute of New York 

Brooklyn, New York 

The methods of analysis which have so far been used to determine the prop­
agation characteristics of waveguiding structures proposed for integrated optical 
circuits are relatively elementary and crude. It is generally believed that these 
simple methods are sufficient, and under some circumstances this belief is 
justified. However, more careful considerations indicate that for certain struc­
tures' and for certain classes of modes on all structures, additional sophistication, 
even if still elementary, is required. In fact, these additional simple considera­
tions have shown that under appropriate circumstances new physical effects such 
as leakage and resonance are present; these effects are completely undetected 
when the simpler analysis methods are employed. 

This paper first presents a comparison of the analysis methods which have 
appeared in the literature, and indicates their basic approaches and limitations 
in the context of a rigorous phrasing. It then shows the ways in which simple 
improvements in accuracy can be achieved easily, and presents two examples 
for which these simple improvements demonstrate important qualitative behavior 
effects which the simpler analyses miss entirely. 

The waveguides treated here confine the fields both vertically and horizontal­
ly; planar guiding structures which confine the field in the vertical direction 
only can of course be analyzed rigorously in a trivially-simple fashion. Two 
well-known examples of the class of waveguides under consideration here are 
shown in Fig. 1. 

THE STRIP WAVEGUIDE THE SLOT WAVEGUIDE 

Fig. 1. Two well-known waveguides for integrated optics. 

The thicknesses of the film and the other coatings are such that only one 
TE and one TM mode can be supported in each of the constituent regions at the 
frequency of operation. (The final wave guided in the longitudinal (z) direction 
is a hybrid mode; the terms TE and TM used hereafter refer to the basic surface 
waves in each constituent region.) The simple theories in the literature assume 
that, due to the polarization of the exciting mechanism, only the T",E ~ the TM 
mode type need be considered in the analysis. Although transmission line phras­
ings are usually not employed, it is instructive to use here the transverse equi­
valent network shown in Fig. 2 to characterize the nature of the approximations 
currently employed. Choosing the. strip waveguide, for example, for a basically 
TE type·mode, the transmission lines represent separately the TE modes in the 
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Fig. 2. Transverse equivalent network 
assuming only one propagating 
mode in each constituent region. 

inner and outer regions. The boxes in Fig. 2 represent the step discontinuity 
formed by the junction between the loaded and unloaded regions. In an almost 
rigorous phrasing, the boxes would contain contributions from any discrete 
modes and from the continuous spectrum. (A rigorous phrasing would also re­
quire the coupling between the discontinuities.) The properties of the guided 
modes are then found from the resonances of the transverse equivalent network. 

One approximate method, which has been called the "effective dielectric 
constant" method, dispenses with the boxes altogether, so that the transmission 
lines connect directly with each other. This method thus neglects any contri­
butions from the discrete TM modes in each region and from the continuous 
spectrum (which is purely reactive here). It has been applied to the strip wave­
guide [lJ, to some types of millimeter waveguides [2,3, 4J, and to thin-film 
semiconductor lasers [5]. 

Another approximate method, which is only slightly different from the "ef­
fective dielectric constant" method, is a modification of an approximate proced­
ure proposed by Marcatili [6J for structures in which the film is absent. In 
this method, the outer transmission lines represent some fictitious composite 
structure rather than the actual one, and the continuous spectrum and discrete 
TM modes are again neglected. This method was applied to strip waveguides 
[7,8J and to slot waveguides [9]. 

The application of the modified-Marcatili method to slot waveguides (see 
Fig. 1) yielded reasonably good results for the mode or polarization which is 
basically TE (called the EX mode by Marcatili [6J), but was inadequate for the 
basically TM mode (Marcatili's EY mode). This difficulty was pointed out by 
Oliner and Peng [10, IlJ, who showed that for the latter polarization another 
mode, the basic plasmon mode, must be included in the metal-plated regions. 
The resulting transverse equivalent network (see Fig. 3) must now contain 

-
p 

™u 
™m I I 

~ I I 

-
P 

™m 
-

(slower) Fig. 3. Transverse equivalent network 
for the slot waveguide taking 

(faster) the plasmon (P) mode into ac­
count. 

another transmission line in the outer (plated) regions to accommodate the 
plasmon (P) mode. The terms TMu and TMm signify respectively the TM modes 
in the uncoated and metal-coated regions. It is no longer possible now to neglect 
the boxes because coupling among the three transverse modes must occur. Oliner 
and Peng employed overlap integrals to determine the coupling quantitatively. 

Since the basic plasmon (P) mode is slower than the TMu mode, the guided 
wave is no longer purely bound, as was previously thought, but it leaks trans­
versely. The resulting attenuation constant for the guided wave thus increases 
substantially; for a silver plating, the increase is more than an order of magnitude. 
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It is also found that the wave can be guided over a larger range of fihn thickness­
es than previously thought. 

The next improvement in the approximation is to include the other discrete 
modes in the boxes. Pictorially, additional transmis sion lines are exhibited 
explicitly in the transverse equivalent network, and they are then coupled to 
the previous ones by the boxes at the step junctions. When the wave polariza­
tion is basically TE, the coupling with TM waves at the junctions produces only 
small numerical changes in the guided wave properties. For basically TM wave 
polarization, however, under appropriate but common conditions, interesting 
new physical effects occur. The nature of the coupling at a step junction is 
shown in Fig. 4, where it can be seen that the TE component excited in the 

Fig. 4. TE- TM coupling at a step junc­
tion in the "TM" case, showing 
leakage. 

outer regions is not evanescent; as a result, the guided mode becomes a leaky 
wave. The TE component in the strip region is excited at an angle closertO 
the normal than the TM component; this feature results in resonance effects at 
certain strip widths. 

In the talk the nature of the coupling will be discussed further and numerical 
data in the form of curves will be presented for both the strip and slot waveguides 
which will show that these effects are quantitatively important in practical situ­
ations. 
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SYNTHESIS OF OFFSET DUAL SHAPED REFLECTORS WITH 
ARBITRARY CONTROL OF PHASE AND AMPLITUDE':' 

Victor Galindo-Israel and Raj Mittra, Consultant 
Jet Propulsion Laboratory, Cal. Tech., 

Pasadena, CA 91103 

The probleI11 of synthesizing dual reflector antennas to 
achieve siI11ultaneous control of the aI11plitude and phase of the 
radiating aperture of the Illain reflector is of great practical 
interest. Although a geoI11etrical-optical solution to the synthesis 
problem was published as early as 1964 [1] for the case of dual 
rotationally sYI11I11etric reflectors, the generalization to the offset 
case, the subject of discussion of this paper, has not yet been 
reported. Mitzuguchi and Yokoi [2] recently derived a 
general set of equations relating the two surfaces satisfying 
Snell's Law (see figure 1) and the phase constraint in the 
aperture. However they concluded that siI11ultaneous control of 
the aperture aI11plitude, iI11posed via the iI11position of the energy 
condition, was not generally possible, and consequently they 
restricted theI11selves to solutions achieving 'phase only' synthesis 
of the Illain reflector aperture with liI11ited aI11plitude control. 

In an earlier paper, Kinber [3] had investigated the general 
probleI11 of dual reflector antenna synthesis and had claiI11ed that 
although a solution to the probleI11 did exist for the two-diI11ensional 
(axially syI11I11etric) case, it did not necessarily exist for the 
three-dimensional problem, e. g., the offset geOlnetry. , 

Al<. 4rrro;t(1~~ 
In this contribution the authors deI110nstrate that"?general 

solution to the siI11ultaneous aI11plitude and phase specification 
probleI11 is indeed possible and present a systeI11atic non­
iterative approach for deriving the profiles of the two reflector 
surfaces by simultaneously iI11posing the geometrical-optical 
phase condition and the energy constraint governing the aI11plitude 
distribution. These conditions lead to two non-linear coupled 
differential equations which are readily integrated by standard 
numerical techniques. The application of the Illethod is demon­
strated by an example for which numerically generated surface 
profiles for the two reflectors are presented. 

We COI11I11ence with the preI11ise that the two reflectors do 
exist' and are described by: 

z = z{p,I/J) and r = r (e, <1» (l) 

for the main and subreflectors (see figure I). Since the 
reflectors do exist, the partial derivatives at points on the 
reflectors connected by a common ray trajectory are found froI11 

*This research was performed by J. P. L., California Institute 
of Technology, and was sponsored by NASA under Contract 
No. NAS7-100. 
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zp "p(z, rip, l/!; 8,9), zl/! = zl/I(z, rip, 1/1; e, 9) 

r8 r8(z,r/p,l/!; 8,cp), rq,= rcp(z, rip, 1/1; O,q,) 

where the deviatives zp '" 8z/8p represent Snell's law on the 
reflector surfaces as for example given by Mitzuguchi and 
Yokoi [2] . We recognize (z, r) as dependent and (p,</J;O, 0) 
as independent variables. 

(3a) 

(3b) 

Since the reflectors exist, the total differentials also exist: 

where 

J 
(4) 

The objective is to integrate (4) with appropriate constraints. 
Equation (4) is presently under-constrained. 

A significant constraint to be imposed is the energy con­
servation constraint 

v c Vip, l/!) pdpdl/l = N(8, cp) sin 8d8d<j> (5) 

where V c VCp, 1f!) is the projected aperture amplitude distribution 
and N(8, <1» is the feed amplitude pattern. Phase patterns are 
implicit in (3a) ana (3b). 

Although a more general approach to integrate (4) under 
constraint (5) has been developed by the authors, we will demon­
strate the following approach which will be shown to be suffic­
iently general to transform any N(8, <1» into any prescribed 
V(p, 1/1) within prescribed circular boundaries. We look for 
solutions satisfying the condition 

(6) 

a slight generalization of a suggestion of Mitzugutchi and Yokoi. 
Thus (5) becomes 

We now choose a path of integration in the (0, q,) plane of the 
general character 

a(O,cp) d8 + [3(8,a)dq, (8) 

that starts at a single point or initial condition of the problem 

(9) 
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implicit in (3). Paths of the type 

d¢ = 0 0 r de = 0 ( 1 o) 

and combinations thereof are most useful. For the type of path, 
d<\> = 0, we find from (7) that 

p ! e 
1/J<\>Vc I V(p,,p)pdp= N(9,<\>}sinOd8 

Po 90 

(II) 

which leads to the value of V c when (p, 9) E (Pm, 8m ) - the pro­
jected reflector peripheries. Equation (11) also leads to defini­
tion of the function ,p9 and ,p( c?) with the use of the initial condition 
(9). Most important, (11) also leads to the definition of 

p = p(9, ¢). 

which permits (4). the differential equation, to be placed in 
first order nonlinear ordinary form: 

A choice of path of integration, d9 = 0, similarly leads to 

dz = (z p", + z ,p,) dc?, dr = r",d<\>. 
p 't' '" 0 't' 

(12) 

(13 ) 

(14) 

Equations (13) and (14) are readily integrable, and an 
example is presented for both cases on the ~ dual reflector 
pair. We illustrate solutions for the case 

V(p,1f!} = 1 and N(9, 6) = cos 45 9 , 

the uniform phase and amplitude case, where N( 9) is chosen 
for a -3db taper at the edge of the subreflector. , In figure 2, 
results are presented for radial paths of integration de? = O. 
In figure 3, results are presented for circumferential paths 
of integration, d8 = O. 

( IS) 

Some of the generalizations possible to the solutions of (4) 
by methods similar to that outlined herein are a more relaxed 
control of the periphery Pm(<j>l and 9=(c?}, and the ability to 
take a non-¢ symme tric primary pattern N(8, 9} into a 
",-symmetric projected aperture distribution V(p,,p} = Vip}. 
Also the feed phase function >¥(8, ¢), see [ 2], and the aperture 
phase function rip, ¢} are arbitrarily controllable. 
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REMOTE SENSING -- TIlE OTHER SIDE OF TIlE COIN 

C. Gordon Little 
Wave Propagation Laboratory 

Environmental Research Laboratories 
National Oceanic and Atmospheric Administration 

Boulder, Colorado 80302 

Introduction 

Propagation measurements in the 10l;er atmosphere tend to be con­
ducted by two largely separate groups of workers -- those tele­
communicators who need quantitative information on the propaga­
tion limitations and capabilities of the medium for telecommuni­
cation purposes, and those atmospheric scientists I;ho use obser­
vations of atmospheric propagation to derive information on the 
medium itself. These tIm activities can be thought of as being 
at the two sides of a single coin -- the coin being the inter­
action of electromagnetic waves l;ith the atmosphere. It is un­
fortunate that the two groups are so separate, for often results 
obtained for one purpose can have direct relevance to "the other 
side of the coin." In recent years, there has been considerable 
progress on the remote sensing side of the coin; it is the pur­
pose of this paper to summarize this progress and discuss its 
implications to local I;eather services. 

Ground-Based Remote Sensing of the LOI;er Atmosphere 

Before discussing the current status of ground-based remote sens­
ing of the atmosphere, it may be appropriate to list the poten­
tial advantages of remote sensors. These include the fact that 
the data are conceptually available: 

in 1, 2, or 3 spatial dimensions, 

without the use of towers, balloons, or aircraft, 

with excellent continuity in space and time, 

with excellent resolution in space and time, 

over a wide range of parameters, 

as spatial averages, 

using systems which may be readily automated. 

Anyone of these advantages might justify the development of a 
particular sensor; the combination of advantages in certain cases 
provides an overwhelming justification for the development and 
use of new remote sensors. 

The present status of ground-based remote sensing of the primary 
meteorological variables of wind, temperature, and humidity i.s 
summarized in Table I. Because of the three-dimensional nature 
of the atmosphere, it is appropriate to differentiate between 
three levels of capability (a) measuring only the surface value 
of some parameter, (b) the ability to measure the mean vertical 
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profile, and ecl the ability to measure the parameter as a 
function of position in three-dimensional space. Since each 
parameter typically exhibits small random fluctuations in time 
and space, I<e need to be concerned I<ith the ability to measure 
not only the mean value, but also its small-scale variability. 
This variability is usually expressed in terms of its structure 
constant, I<hich may be thought of as the root-mean-square dif­
ference betl<een simultaneous values of the parameter at tl<O 
points unit distance apart. Again, the structure constant may 
be measured only at the surface, or as vertical profiles, or as 
full three-dimensional fields. 

The vertical fluxes of momentum, heat, and water vapor are of 
great importance to meteorology. These result primarily from the 
covariance of the turbulent components of vertical velocity with 
horizontal velocity, temperature, and humidity respectively. Once 
again, these vertical fluxes can be measured just at the surface, 
or as vertical profiles, or as full three-dimensional fields. 

In Table I, a number is used to denote which research concepts 
have exhibited the ability to make that particular measurement. 
In general, hOl<ever, operational hardl<are suitable for routine 
use is not yet available. The oral version of this paper will 
include slides illustrating the capabilities of active or passive 
radio systems to measure profiles of wind, temperature, and hu­
midity. 

We see from Table I that, in the research mode, it is possible to 
measure vertical profiles of wind, temperature, and humidity. 
Progress has been especially complete in the case of wind measure­
ments, where three-dimensional measurements of mean wind and tur­
bulence have been reported, and three-dimensional measurements of 
momentum flux for spatial scales larger than the pulse volumes 
are implicit in the Doppler data. At the moment, these capabili­
ties do not exist in all weather conditions, though the recent de­
monstration of clear air microwave and infra-red Doppler radar 
capabilities makes wind measurement feasible in essentially all 
weather conditions. The passive microwave radiometric measure­
ment of temperature and I<ater vapor profiles has recently been 
demonstrated to be valid under cloudy as well as clear sky con­
ditions, but is not likely to be applicable in rain. 

In Table II, the status of remote sensing of precipitation, and 
of cloud and aerosol particles is indicated. Here the most im­
portant parameters to be measured are the three-dimensional dis­
tribution of the particles, and their size distributions; in the 
case of clouds and precipitation, the water-or-ice phase identi­
fication is important; for precipitation, the precipitation rate 
is also meteorologically important. 
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Remote Sensing -- A Complementary Approach to Short-Term Local 
Weather Forecasting 

The above status report indicates that continuous information on 
the precipitation field, the cloud field, and the velocity field, 
around an observing site could be provided by using a combination 
of sensitive microwave and infrared Doppler radar systems. Opera­
tional ranges could range from a fel1 tens of kilometers in clear 
air, to greater than 100 kilometers in precipitation. In addition 
(but not during rain), temperature and humidity profiles could be 
monitored using a multi-wavelength microwave radiometer system; 
the same system could also monitor integrated liquid water con­
tent. 

Since virtually all changes in 11eather can be well described in 
terms of the observed changes in the \1ind, Cloud, and precipita­
tion fields, this immediately suggests that remote sensors could 
be used to continuously and automatically observe the state of 
the atmosphere over an urban area out to ranges of perhaps 100 kms. 
Recent progress in data processing and display further suggest 
that it would be possible to prepare, and disseminate in essen­
tially real time, (using a dedicated TV channel) "nowcasts" or 
maps of the present state of the atmosphere over the area. Simple 
extrapolation techniques, incorporating the effects of the ad­
vection and trends observed in the remote sensing data, could 
then be used to prepare and issue short-term extrapolations or 
forecasts of local weather conditions for the next two or three 
hours. 

Longer term (3-12 hour) forecasts would require meteorological data 
from outside the 200 km diameter circle. Fortunately, these are 
available from tl10 sources -- geostationary satellites, and the 
numerical forecasts of the National Weather Service'S National 
Meteorological Center. These data, plus the·continuously avail­
able remote sensing data, could be used in local mesoscale numeri­
cal models to prepare detailed local weather forecasts for the 
3-12 hour time frame. These local weather forecasts could be 
much more accurate and detailed than the present m~s forecasts, 
primarily because the local numerical models could take into 
account local topography and other surface features \1hich are 
on too small a scale to be incorporated in the continental-scale 
m~s models. 

A program to establish a prototype regional observing and fore­
casting service (PROFS) based in large part on the above consi­
derations is n0l1 being discussed 11i thin the Department of 
Commerce. If successfully implemented, it could. have major 
impact within the U.S. on short-term, local weather services, 
through widespread use of atmospheric remote sensing. 
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TABLE I. STATUS OF RHfOTE SENSING OF PRHfARY 
METEOROLOGICAL VARIABLES 

Type of Measurement 

Surface Values 

Mean 
Structure constant 
Vertical flux 

Vertical Profiles 

Mean 
Structure constant 
Vertical flux 

3-D Field 

Mean 
Structure constant 
Vertical flux 

Measurement System Code 

I Optical scintillation 
2 Doppler radar 
3 Doppler lidar (infra-red) 
4 Acoustic Doppler 
5 Optical time-of-flight 

Wind 

I 

2,.3,4 
2,4 
2 

2 
2 

Temperature 

5 
I 
I 

6,7 
8 

Humidity 

9 

6,9 

6 Multi-channel microwave 
radiometry 

7 Hybrid radar-acoustic system 
8 Monostatic acoustic sounder 
9 Differential absorption lidar 

TABLE II. STATUS OF REMOTE MEASUREMENT OF 
HYDROMETEORS AND AEROSOL 

Type of Measurement 

Vertical line integral 

3-D distribution 

Particle size distri-

Cloud Particles PreciEitation Aerosol 

bution 

Phase identification 

Precipitation rate 

Measurement System Code 

I 

3 

6 

I ~rulti-channel radiometer can 
measure integrated liquid 
water 

2 Lidar 
3 Short wavelength radar 

14 

4 Radar 
5 Lidar 

4 

6 

3,7 

6 POlarized lidar 

2 

5 

7 Optical scintillation 
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OBSERVATIONS WITH IKCOHERENT SCATTER RADAR 
OF IONOSPHERIC MODIFICATION IN THE AURORAL ZONE 

DURING PARTICLE PRECIPITATION AND JOULE HEATING EVENTS 

J. D. Kelly and V. B. Wickwar 
Radio Physics Laboratory, Stanford Research Institute 

Menlo Park, California 94025, U.S.A. 

The auroral zone ionosphere is both very interesting and con­
fusing due to the wide variety of often interrelated phenomena that 
occur there. In addition to the factors affecting the midlatitude 
ionosphere, the auroral zone ionosphere is caught in the middle of 
other complex interactions involving the magnetosphere, ionosphere 
and thermosphere. As a result, the ionospheric layers with which 
we are familiar from midlatitudes are considerably modified. They 
are observed to appear, disappear or race by with a rapidity we are 
not used to. The electrons and ions become heated, the ion com­
position changes, and the layers themselves change shape. 

The Chatanika Incoherent Scatter Radar has been operated by 
SRI near Fairbanks, Alaska, since 1971. It is a major instrument 
for studying the auroral zone ionosphere and placing what occurs 
there into the larger context of the magnetosphere and thermosphere. 
The radar signals backscattered from the ionospheric plasma can be 
used to determine the electron density distribution, the ion veloc­
ities, the ion and electron temperatures, and the proportion of 
molecular and atomic ions. Some of these data can also be applied 
to the magnetosphere to determine the convection electric fields 
and the spectral characteristics of the energetiC electron precipi­
tation. Thermospheric winds and temperatures can also be determined. 

·The magnetosphere has a significant effect on the auroral iono­
sphere because it supplies large amounts of energy from two sources: 
energetic electrons and convection electric fields. The first, 
energetiC electrons, are the particles that cause the discrete vis­
ual auroras and much of the diffuse aurora. They also produce 
large E and F layers. The E layers typically have maximum densities 
between several times 105 and several times 106 electrons/cm3 • The 
peak altitudes range from 90 to 150 km, but are usually nearer 
110 km. The F layers have maximum densities near 105 electrons/cm-3 
and peak altitudes near 275 km. Like the visual auroras, the 
largest E layers exhibit great temporal and spatial variations. In 
addition, the energy brought into the ionosphere by these energetiC 
auroral electrons is expended in heating the electrons (Figure 1) 
and neutrals. 

The second energy source, convection electric fields, map down 
magnetic field lines into the ionosphere where they produce large 
perpendicular ion and electron drifts. These are typically 500 mis, 
but can be as large as 2 km/s. As with particle precipitation, 
there is considerable temporal and spatial variation. While these 
fields are undoubtedly responsible for some of the motion of the 
visible auroras, they usually do not lead to visual effects. When 
combined with ionization in the E layer, F layer, or both, they give 
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rise to energy input to the ions and neutrals in the form of JOUlE 
or frictional heating (Figure 2), and the momentum input to the 
neutrals in the form of ion drag. 

The amount of energy supplied to the upper atmosphere from these 
two magnetospheric sources is considerable. 2Typically each source 
produces a daily maximum of 20 to 30 ergs/cm - s, but they can pro­
duce as much as 100 ergs/cm2 - s. That these energies are signifi­
cant is apparent when we realize that bthee3ienPrUgts/cfmr~m_thse. overhead 
sun in the same altitude region would 

In addition to the major effects on density, velOCity and 
temperature already described, we can determine more subtle changes 
that these energy inputs produce in the ionosphere. On short time 
scales, there is an increase in the altitude to which molecular ion~ 
dominate. Figure 3 shows a dramatic 50 km increase in this altitude 
during a Joule heating event. The resultant change in chemistry 
leads to a reduction in the F-region ionization, Figure 4. These 
changes are most likely explained in terms of an upwelling of the 
neutral gas and changing rate coefficients caused by the large 
relative ion-neutral velocities, increased temperatures, and perhaps 
even vibrational excitation. On longer time scales, there are also 
increases in the thermospheric temperature, which would affect the 
worldwide upper atmosphere circulation and hence both the neutral 
and ionized densities. 

Thus,in addition to the ionospheric modification that is pro­
duced directly by the magnetospheric energy inputs, there are fur­
ther significant changes in the ionosphere that are caused by more 
subtle interactions between the magnetosphere, ionosphere and 
thermosphere. These changes are more than curiosities of the auroral 
zone. Some of the resultant effects, such as upper atmospheric cir­
culation and changes in the neutral composition, have worldwide 
manifestations. Furthermore, observation and understanding of these 
changes lead to an increased knowledge of these three regions and 
their interactions. Experimentally, the incoherent scatter radar 
is now providing much of the observational data needed to explore 
the complex processes that are m~nifested in the auroral zone iono­
sphere. 
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SHORT WAVE PLASMA DIAGNOSTICS: 
INVERSE PROBLEM OF ELECTROMAGNETIC 
DIFFRACTION ON A CYLINDRICAL COLUMN 

L.A.WAINSTEIN 
Institute for Physical Problems of 
the USSR Academy of Sciences, Moscow 11,334 

1. Introduction. The most interesting inverse diffraction 
probleps are the short wave ones, because only short waves 
(A«~ ) give us the possibility to resolve details with 
linear dimensions e • There are several inverse problems 
(esp. in plasma diagnostics) solved on the basis of geome­
trical optics, but the real resolving power of the experi­
mental installation can be determined only on the basis of 
wave theory. 

The following problem is investigated. A narrow wave 
bundle is radiated by antenna 1, a directive antenna 2 re­
ceives this wave bundle after it is refracted, reflected, 
diffracted and attenuated by the cylindrical plasma column. 
In fig. 1 the line 11' is"the principal ray" of antenna 1, 
22' - of antenna 2, both rays lie in the plane Z = 0, CPo is 
the angle which 2'2 makes with ll~ transmitted and received 
fields are concentrated near the ~lane Z= 0, in this region 
E=€('l.). Re~('t)d, O~Imf('z)«1,.M=1; e('t)::::j for 't~~ 
where ~ is the radius of- the plasma column. The amplitude 
and phase of the received signal are measured [lJ during the 
motion of the column (or of the whole set-up), and we must 
calculate the unknown function €('t) using these experimental 
results. 

2. Integral equations. The asymptotic solution of the scalar 
wave equat~on 

~U+ k.1e(t)U=O (u -trot 2 ) 
(1) "'e ) k=~ =-f 

for the three-dimensional problem stated above has the form [2J 
P( )_jOOK( _ '\ -i[<:P()I)+Y'Po]d 
T f - f. y/e y. (2) 

Here f(~) is a meas~d complex functionO(transmiSSiOn coeffi-
cien~ ~(f4)==i if E('l)=1 and 'Po=: ), the kernel K(,«-v) 
Co<>J -- K~-')I)d" = 1 ) is the l.nstrumental ~unction that 
aepends on the properties of antennae 1 and 2,-<P(~) is the 
additional complex phase of the ray with the impact parameter V 
(impact di~tance ~K ) due to the plasma column. The phase 
function cp(~) is determined by the laws of complex geometrical 
optics. If we use parametric expressions 

t('t)= e2E:(~) , Itt::! ~ ~ ~(9) 
0) 

for the unknown function £('t), then we obtain an integral 
equation (3] JP E(p)pdp "A 

<PCy): ~ V'"p:J.- )12 , P = k1. 
for the auxiliary fun~tion ~(~). 

(4) 
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Other~strictions important for the validity of (2) are: 
1) smoothness of the fUllction f(t) , dE/d-r« kS, therefore the 
vector electromagnetic problem is reduced to the scalar equation _ 
(1) and the field is reflected only from the region where ReH-r)~ C : 
2) the centre of the plasma column lies on the bisectrix of the 
~le 1t-po (fig.l), ,M.. is the impact parameter of both rays 
II and 22'; 3) both ante=ae 1 and 2 are far from the column, 
but only the inequalities "I» 'i, t 2» 1i must hold. 

It is worth to mention that integral equations of the same 
type (2) and (4) are obtained in another inverse problem corres­
ponding to "passive" diagnClstics, when the thermal radiation, 
of the plasma column is measured by an arbitrary ante=a [4J • 

with other solutions. The accu-
2 was verified in the following 

are constants, (5) 

we can solve the corresponding two-dimensional diffraction prob­
lems for E- and H-polarisations exactly, i.e. numerically [5] , 
and compare with (2). For ka = 10 .. 20 and CPo = 0 exact curves 
for both polarisations coi~ide and are in excellent agreement 
with (2). For CPo = 1t/2. and ~>1 the results depend on polarisa­
tion (high frequency plasma resonance) and even the E-curve is 
in worse agreement with (2), see [2J and [5] • Therefore it is 
better to apply (2) in the case ~o= 0, when the principal rays 
11' and 22' coincide; inverse yroblems can be solved only for 
transparent plasmas ( ReE(Z»U) Iml(z)« 1 everywhere). 

The integral (2) gives reasonable results in the case of a 
thick conducting cylinder [2] • Taking K(jt-v)= d!f-V) we obtain 
the basic formula of ray diagnostics [3J 
4. Virtual rays. The interpretation of (2) is possible on the 
bas~s of virtual rays [3] that play the role of diffracted and 
complex rays in the geometrical theory of diffraction. For in­
stance, two points 1 and 2 in the plane Z = 0 are co=ected with 
a continuous family of virtual rays (- 00 <: \/< 00 ). In vacuum 
each ray consists of two rectilinear segments 11'" and 22* and 
an arc l~2*of the circle with radius Y/k(fig. 2); the generalisa­
tion for the plasma column is obvious. We get the ordinary rays 
of geometrical optics, when points 1'" and 2% coincide. The integ­
ral (2) is taken over the whole family of virtual rays with a 
complex weight K(,u.-V) depending on properties of ~te=ae 
(their directivity, distances, etc); the factor e-l~(V) depends 
on the plasma column and the factor e.-w<:Po on the mutual orienta­
tion of antennae. 

~. How we solve our integral eguations. Equations (2) and (4) 
ave analytical solutions that are of little use because of their 

instability. A large amoUllt of numerical work was performed: 
these equations were solved by various methods for several theore­
tical models and for real plasmas. Best results for equation (~) 
are obtained by the phase iteration method (operating with Recp(v) 
and-argf(tt) ) followed by the linear iterations; for narrow 
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wave bundles only few itera~ons (1 ~ 3) are necessary to construct 
the complex phase function CP(v) such that the calculated fCM.) 
agrees with measured f(,u.) within experimental errors. Equation 
(4) is solved by the method of truncated series [6,7] • 

Before all the instrumental function K(,M-Yl must be found. 
This is done using a slot of width 2vo/k instead of the plasma 
column, measuring the transmission coefficient ~(;U) through the 
slot and solving the integral equation 

J
"o 

f(f)= ivo K(f-V)dv 
-Yo (6) 

by iteration methods or by the method of truncated series. 
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1. SCATTERING AND GUIDED WAVES IN OPTICAL DIELECTRIC WAVEGUIDES WITH RANDOM 
INHOMOGENEITIES: Y. Miyazaki, Department of Electrical Engineering and Electronics, 
Nagoya University, Chikusa-ku, Nagoya, Japan 

Introduction 
Propagation losses and pulse broadenings due to scattering and mode conversions 

in optical glass fibers are important factors for eval~a~ton of repeater distances 
and channel capacities in optical communication systems: Statistical properties 
of wave 3ES?pagation in random media have been recently investigated by various 
authors ,particularly, in the case of infinite space without boundaries. However, 
statistical properties of scattering and mode conversions of guided waves due to 
random inhomogeneities such as index fluctuations and irregular bends in optical 
fibers have not been clarified. Some approximate theories of scattering losses 
have been shown without evaluation of boundary effects at the circular boundary 6 7) 
between core and cladding media and multiple scattering, by the author and others' . 
The purpose of this paper is to show scattering losses and statistical guided modes 
that yield pulse broadenings at an output,by using statistical Green's dyadics 
with boundary effects and multiple scatterings ,for various correlation lengths 
of irregularities. 

st?tistical Fields in Fibers (1) (2) 
(2) In this paper optical fibers with random core index \= E 1: + E 1 where 

E 1 is a random function,and cladding index c ,and with irregu ar bends of radius 
R(z) are studied. A curved waveguide in the s~ace (X,Y,Z) can be transformed into. / 
a straight waveguide in the space (x,y,z) by mapping func~ion X+jZ=R(z) (l+X/R(~~)JZ.R 
Vector wave equations for the time harmonic field e = ( 1) and sources J = I 1) 

1E2 \J2 represented in the space(x,y,z) are shown by operator formulation as follows, 
for the core ill and ciadding Sl2 region. 

(1) 

The differential operator Lo is 

(

V X V X 
xYZ

o 

The statistical operators .L. and .t F 
irregular bends are 

( ~20 
6(2) 

J-~ 
It'' 

The differntial vector operators f'. 
~ 

1 + x/R(z) . 

concerned with the index fluctuations and 

:) etF ( :1 w: ) 
are given by the metrical coefficient h= 

The Green's oprator GJ corresponding to inverse operator .!..,~l is defined as 
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dv 

The statistical average of the field in the fiber, < £ >, satisfys the following 
stochastic differential equation 

-<,L+! > + <.t +1€)J.,-1<L +l f J 
< F F 0 F 

- <CX
F 

+1.E> L -1(;[, +i f »]< £> = <J) 
o F 

(2) 

The inverse operator ~-l and Green's operator Qr are operators for the field t~) 
the straight fiber with \?he core index E (r) = Er! (Ir). The Green' s dY~1tc ~ 1 
for the core field is writ1yn as a sum ot fundamental Green's dyadic G 0 and 
general Green's dyadic G shown by spectrum representations of Besset and 
Hankel functions or conflb~nt hypergeometric functions for the step index{I?re 
or the graded index core, respectively. The fundamental Green's dyadic CIO can 
be written as 

1 - V I V/ 

w2d~) (r)(, 
G 

o 

where G is the solution{~f (V 2+ w2 
f,(Ir)(l )G 6' (n: - Jr'). In the case of 

homogen~ous cladding, ~ can be represented gy Bessel and Hankel functions. 
Other Green's dyadics are s20wn ~n stTtlar forms. Hence, the Green's operator ~ 

can be written as ,when f\ =wr-G 1 and CfjO(PI)(£>=S(O ° )<€)dV, 

° l[ G o 

CfJ (/31) < C) = 19J
0

(jll)<e> + { q (A) - £%'0(A)}<8/ 
When{2fndom functions E(2) and R(z) are statistically independent and Zhe average 
of G is zero ,and the c5rrelation of index fluctuations is (.e<t.)=(.c.>~(r-Jr'), 
with the help of the mean value theorem for solutions of the wave equation, we 
obtain, 

where the matrix .J.. is defined by J\. = ( :11 

and the statistical bend operator is U F) = 

The function P{r) i~ equal to infinite if radius of the fiber is larger than the 
correlation length of index ~luct~~iions. -1 

From Green's operator ~ =,L =(,[-J\. -(l» /'. the average field are 
obtained from eq. (3). and statistical eigeg-functi~ns ~yof guided waves are 
approximately derived from the operator ~ with the boundary condition. xor 
straight optical J.ibers with random index fluctuations, Green's dyadics (G .. 'and 
eigen functions

2 
~" can,,2e ob2ained from G .. and ~y concerned with normaPfibers 

by replacing 131 with f3 1 = f3 1 + All. ~J 

In the case of a step index fiber of radius a and core index f
l

, cladding 
'ndex G.2. with index fluctuations given by e

f
(!)= exp(-P/ Ft)' the phase constants 
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~ ~ IS and attenuation constants ~ of statistical guided (m,n) modes having 
mnr . . h . rrm leaky pr~ert1es due to 1n 020gene~t1es are asymptotically calculated as ,when 

< d"'6 > P, = «1:"L),,> and ~L = ufE.;)-" 2 

f! 2 '?; 1\2+ f/; < ele> ft2 
_ f.A"''.~ e (f{'-p.~ )a' 

j"'rrmr Fl I +4-~f.Y- \.(L) n r (4) 

where the parameters)L are zeros of Bessel functions for hybrid modes.Fig.l 
shows some numerical e~mples of propagation constants. Short or long correlation 
of fluctuations corresponds to Rayleigh or Mie scattering, respectively. Attenuations 
of higher modes are larger than those of lower modes. Statistical fields in graded 
index fibers can be similarly calculated. 

Correlation functions of fields are shown by 

<€( lr
l

) [3"( lr
2
}) = {I + 9J (lr

l
) C!{j"(1r

2
) ( < (elF +.t~) (.1F +1<)> 

- «oCF +.[G})< (£F+XE}>]}<e(IrI}><e("'2}) (s) 

"V'A -2& z A 
The transmitted power is J =~b e rrm where b ar7 c~ystants. ~gr 

incident HEll modes transmission lo~~ is 4.34 dB/km when jf=IO (m }.~=10 

V=Jp,2- ,82
2 

a =2.5 and .ft =0.2}-Lm. 
With the help of correlation functions of eq. (s) ,pulses of partially coherent 

waves generated from LED and semiconductor lasers propagating in optical fibers 
with index fluctuations and microbendings can be evaluated by double Fourier 
integrals. It is shown that pulse broadenings are proportinal to square root of 
the fiber length when irregularities in the fibers lead strong mode mixing or for 
large dispersion of statistical eigenvalues Cz mn 
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2. ON THE MATCHING OF TWO OPTICAL WAVEGUIDES: Dr. Benjamin Rulf*, Division of 
Electrical Engineering, National Research Council of Canada, Ottawa, Ontario, 
Canada, KIA ORS 

When two dielectric waveguides are brought together end to 
end, perfect matching can be achieved only when the guides are 
identical in their geometric and material properties, and their 
axes perfectly aligned. Discontinuities due to the difference in 
the geometric or material properties of the guides, or due to 
misalignment will result in transmission losses, through reflec­
tions and radiation from the discontinuity. If in either guide 
more than one mode can exist, then any mode that impinges on the 
discontinuity will excite all the other modes. One can construct 
a reflection matrix R and a transmission matrix T, whose elements 
are the ratios between the amplitudes of some incident mode and 
another reflected or transmitted mode respectively. Knowledge of 
these matrices for a given waveguide junction is obviously of 
great practical importance. 

We consider the problem shown in Figure (I). We assume that 
the left hand slab (x<O) can support J discrete modes, while the 
right hand slab (x>O) can support K discrete modes at a given 
frequency. 

The reflection matrix R is a square JxJ matrix whose element 
Ri· gives the ratio between the amplitude of the jth reflected 
mo~e and the ith incident mode. The transmission matrix T is "a 
rectangular JxK matrix, whose element Tik gives the ratio between 
the ktfi transmitted and the ith incident mode amplitudes. We 
consider modes travelling from x = _00 towards the origin as 
"incident", while modes that travel from the origin towards x = 00 

or x = -00 are "transmitted" or "reflected", respectively. 

We can formulate the matching problem, and reduce it to a 
system of singular integral equations using the techniques of 
[1] [2]. All the elements of the reflection and transmission 
matrices can be computed in terms of solutions of these equations. 
These integral equations can usually not be solved in closed form 
for general discontinuities. It will be shown however that for 
small discontinuities (which is the case most often encountered 
in practice), approximate expressions for the matrix coefficients 
can be calculated in a systematic way. 

* On leave of absence from Department of Mathematics, 
Tel Aviv University, Tel Aviv, Israel. 
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In order to avoid unessential complexities, we deal in tnis 
paper with scalar waves in a two dimensional dielectric slab 
geometry only. It seems reasonable, however, to assume that this 
technique can be generalized to deal with electromagnetic fields 
in circular fibers. 

In the method that we present, we know the modes of each of 
the waveguides. There is no doubt that the method can be applied 
to homogeneous or step index circular fibers and to electro­
magnetic fields, since the modes for these cases can be found 
explicitly. 

References 

[1] Rulf, B. and Kedem, N. (1976), Surface Wave Diffraction by 
Means of Singular Integral Equation, J. Sound and Vibration 
45(1), 15-28. 

[2] Rulf, B •. (1975), Discontinuity Radiation in Surface Wave­
guides, .J. Opt. Soc. Am. ~(ll), 1248-1252. 
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FIG.I: A JUNCTION OF TWO DIELECTRIC SLAB GUIDES 
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3. FREE AND FORCED OSCILLATIONS OF A FABRY-PEROT RESONATOR WITH A UNIAXIAL 
DIELECTRIC SLAB: H. Blok, N. P. De Koo*, Department of Electrical 
Engineering, Delft University of Technology, Delft - 2208, The Netherlands 

Summary 
The analysis of (excited) forced oscillations and the analysis of free 
oscillations in an open resonator both are of considerable practical interest 
in quantum electronics. In the present paper we investigate a Fabry-Perot 
resonator in which a uniaxial dielectric slab is present. The theory can be 
considered as an extension of the one pertaining to an empty open resonator 
(BLOK [11) and the one pertaining to an open resonator completely embedded 
in a uniaxial dielectric medium (BLOK and DE KOO [2J). In our approach the 
modes are considered to be free oscillations of the resonator. Due to the 
leaky character of an open resonator, its energy stored in a mode radiates 
away to infinity, and its characteristic frequency is complex, thus allowing 
for an exponentially decaying amplitude in time. In view of the complexity 
of the general problem of excitation of an open resonator with a slab, we 
confine ourselves to two simpler subproblems: (i) The analysis of free 
oscillations in a Fabry-Perot resonator with a uniaxial dielectric slab; 
(ii) The problem of the excitation of forced oscillations in an empty Fabry­
Perot resonator. Both probems are formulated as electromagnetic boundary­
value problems. In the first instance we are interested in the peculiarities 
of the behaviour of the resonator and therefore we investigate the two­
dimensional configuration of the resonator consisting of two perfectly 
conducting strip mirrors. The optical axis of the uniaxial slab is chosen 
in the plane perpendicular to the direction of cylindricity. The vectorial 
electromagnetic problem can then be reduced to two separate scalar ones 
(corresponding with TE- and TM-polarization). Applying the modified Kirchhoff 
approximation [IJ and an appropriate Green's functions technique, both 
problems are reduced to the solution of a system of two coupled integral 
equations of the Fredholm type (homogeneous in the case of free oscillations, 
inhomogeneous in the case of forced oscillations), in which the unknown field 
distributions on the mirrors occur as unknowns. 

(i) Free osci~~ations in an open resonator with an uniaxia~ dielectric slab . 

• l~~ at the Computing Centre, Delft ·University of Tecnnology. 
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For TE-polarization the slab behaves as if it were isotropic. The special 
case of two parallel plane mirrors situated on the boundaries of an isotropic 
slab has been treated by FONG and LEE [3], using Vainshtein's method. 
ENOTO [4], SESHADRI [5] and ERMERT [6] have published on this subject. Our 
approach has to the knowledge of the authors never been presented before. 
For both polarizations the complex characteristic frequencies and the 
corresponding field distributions on the mirrors are computed numerically. 
In our method there are no restrictions as to either the shape of the mirrors 
or the anisotropy of the medium (if uniaxial). For various resonator 
configurations the influence of the orientation of the optical axis V and 
of the ratio lid is studied in detail. Numerical results are presented. 

(ii) Excitation of forced oscillations in an empty Fabry-Perot resonator. 
The forced oscillations are excited by a spatially distributed source located 
in between the mirrors. Specifically, the excitation by a line source and 
by a plane current sheet are studied. In the latter case the driving current 
distribution is chosen such that the mirrors are illuminated by a gaussian 
beam. In view of the complex source point method (FELSEN [7]), the latter 
situation is identical with the excitation by a line source situated in 
an appropriately chosen complex source point. Several publications have 
been devoted to the 

x 
X 

PLANE CURREN 
LINE SOURCE SHEET 

---vvv-~ --- A~ 0 
..----0 ----M, M2 M, M2 

problem of the excitation of an open resonator [viz. 8,9,10,11,12J. In none 
of them our straightforward approach has been applied. In our approach there 
are no restrictions as to the shape of the mirrors. Numerical results will 
be presented for the two types of excitation for stable and unstable 
resonators with curved mirrors, for a resonator with plane mirrors and a 
resonator with flat-roof mirrors whose top angles vary up to 90 degrees. 
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4. LEAKY-WAVE CHARACTERISTICS OF DIELECTRIC GRATINGS WITH ARBITRARY PROFILES:* 
S. T. Peng, T. Tamir, K. C. Chang, Department of Electrical Engineering and 
Electrophysics, Polytechnic Institute of New York, Brooklyn, New York 

Dielectric gratings play a principal role in many integrated-optics applica­
tions, such as beam couplers, distributed-feedback lasers, filters and other 
devices. The analysis and design of these gratings has therefore become of in­
creasing importance, but rigorous solutions leading to exact results are few 
and they apply only to specialized grating profiles and/or need very elaborate 
and time-consuming computer programs; most other analytical treatments have 
involved approximate perturbation methods, which are restricted to shallow 
grooves [lJ. By extending an improved perturbation procedure, which has al­
ready been shown to yield accurate results for beam couplers [2J and distri­
buted-feedback lasers [3J, we have determined general properties of gratings 
having arbitrary profiles and groove depths. 

The periodic configuration considered here is shown in Fig. l(a), where it is 
assumed that a grating of thickness t is present on a thin-film optical 
waveguide of thickness t f , which is sRpported by a relatively thick substrate. 
While the grating grooves in Fig. l(a) have an arbitrary asymmetric profile, 
a special case is described by the symmetric rectangular shape shown in 
Fig. l(b). The main thrust of the present analytical approach is to view the 
grating region (0 < z < t ) as a modification of a (basic) uniform layer having 
a (volume) average permitfivity €. The solution of every space-harmonic 
field of the waves supported by tHe grating can then be characterized by an 
eqUivalent transmission-line network (with respect to the transverse z direc­
tion) as shown in Fig. 2. Each one of the grating diffraction orders thus re­
duces to a simple, uncoupled and independent circuit, wherein the effect of 
mode coupling has been replaced by voltage v (z) and current j (z) sources, 
WrlCh are distributed inside the grating regi8n only. n 

The equivalent network of Fig. 2 can be easily applied to any given excita­
tion problem. Thus, the incident field may be a plane wave impinging ob­
liquely on the grating (for scattering phenomena), a surface wave traveling 
longitudinally (for beam-coupling or filtering applications), or a standing 
wave along the grating (for distributed-feedback lasers). Each one of these 
situations is distinguised from the other only by different voltage and cur­
rent sources. However, these sources are known in every case, and they are 
simply prescribed by the given incident field. 

It has been recognized [lJ that the single most important factor in the oper­
ation of most integrated-optics applications is the leakage parameter a, which 
characterizes leaky-wave fields of the form f(z;~ )exp[(ie -a)x-iWtJ. Here p 
is very closely equal to the propagation factor eO of theOsurface wave guide8 
by the (basic) uniform configuration mentioned ab5~e. Thus, while examining 
also other grating characteristics, our study has focused on the dependence 
of a on the grating parameters, with special emphasis on·rectangular, trapezoid, 
triangular and other typical grating profiles. 

*Portions of this work have been supported by the U. S. Office of Naval Re­
search, by the National Science Foundation and by the U. S. Joint Services 
Electronics Program. 
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An important aspect is that, out of all grating shapes, a is largest for a 
grating having a rectangular profile with d=2d

l
• This particular grating has 

been therefore viewed here as a canonic configuration to which gratings with 
other shapes have been compared. As a function of the grating height t , the 
leakage a in canonic gratings varies as shown in Fig. 3. The behavior Sf a 
in the parabolic region (where a is proportional to t ) and in the saturation 
region (where a undergoes oscillations of period A/2 ~bout an average value 
a~, as well as other features, can all be explained in terms of the equiv­
alent network of Fig. 2. 

A particularly useful outcome of the approach presented here is the deriva­
tion of explicit expressions for a. As an example, for a canonic grating 
operating in a TE mode and with only the n=-l space harmonic radiating, we 
get 

d 
(1) 

where N = a A/2IT is an effective refractive index, A is the wavelength in air, 
a 1 z a _S~IT/A, € is the average grating permittivity and all other € 
(u = a,s¥, f and s)gare shown in Fig. 1. Results similar to Eq. (1) hav~ been 
obtained for TM modes and for the parabolic region of Fig. 3. Furthermore, 
these results have been extended to cases for which leakage occurs in another 
(n # -1) harmonic or in a multiplicity of harmonics. 

Gratings having oth~r than rectangular shapes can be similarly treated pro­
vided their profile is symmetric with respect to a vertical axis. The results 
are then in the form of Eq. (1), multiplied by a form factor p < 1 which de­
pends in a simple fashion on the grating profile. Asym~etric g;atings, on the 
other hand, do not readily yield explicit expressions for a, but their analy­
sis can nevertheless be easily carried out despite the absence of such simple 
expressions. A particularly interesting property of gratings having asym­
metric profiles is that they can produce directional discrimination ("blaz­
ing") of an incident surface wave, which depends on whether incidenc.e is from 
the right or left, respectively. 

All of these aspects will be illustrated by specific examples and, in par­
ticular, the leakage properties of a grating will be discussed as the grating 
profile is changed progressively from a rectangular, through a trapezoid, to 
an asymmetric triangular shape. Such a procedure was found to be highly in­
strumental in establishing systematic design criteria for the fabrication of 
dielectric gratings for optical beam couplers having prescribed characteristics. 

~~~ 
1. T. Tamir, "Beam and Waveguide Couplers", in Integrated OptiCS (Springer­

Verlag, New York, 1975) p. 84; a detailed bibliography is included therein. 

2. K. Handa, S. T. Peng and T. Tamir, "Improved Perturbation Analysis of 
Dielectric Gratings", Appl. Physics, vol. 5, pp. 325-328, and vol. 6, 
pp. 35-38; January and May 1975. 

3. W. Streifer, D. R. Scifres and R. D. Burnham, "Analysis of Grating 
Coupled Radiation in GaAs: GaA1As Lasers and waveguides", IEEE J. Quant. 
Electronics, vol. QE-12, pp. 422-428 and 482-499; July and August 1976. 

32 



Commission ' - Session 1 

-x 

( 0) 

(b) 

Fig. 1 Dielectric-grating configurations: 

(a) General asymmetric profile; 
(b) Rectangular profile. 

Q 

-- ----- --Z=lg 

k~g~. y~g) 
vn (Z) -

1---i>---lI z ; Zo 

in!z) 
-- ----- -_Zoo 

y(f) 
n 

-- ----- -- z=-tf 

k~s~ 

y~S) 

Fig. 2 Equivalent tra~sverse 
network for dielectric 
gratings. For simpli­
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Fig. 3 Leakage a versus grating height t 
in a typical rectangular grating.
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5. BEAM DISPLACEMENT OF A REFLECTED BEAM AT AN INTERFACE BETWEEN 
INHOMOGENEOUS MEDIUM AND FREE SPACE: S. Kozaki, H. Harada, 
Department of Electrical Engineering, Gumma University, Kiryu 376, Japan 

The geometry of the problem is illustrated in Fig.l. Gaussian beam is 

obliquely incident on the inhomogeneous medium, for which the permittivity 

decreases linearly as z increases. The permittivities for z < 0 and z > d 

are constant. Reflected beam after it has propagated through the inhomogeneous 

medium is obtained. A beam center of the reflected beam, at which the beam 

amplitude has a maximum value, is shifted from optical axis Yrobtained by 

Fermat principle by an amount of several wave lengthes when the incident 

angle 6 is equal to· the critical angle Bc. This effect is analogous to 

G.H.shift, whose displacement is always less than two wave lengthes. 

In Fig.2 the beam displacement D/A is plotted versus the gradient of the 

permittivity bA for parameters aA, A being wave length. The incident beam is 

assume to be represented by 

( I ) 

Numerical examples have been obtained by means of numerical integration. 

The critical angle Bc is defined by 

e c 
cos-7bd ( 2 ) 
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Fig. 1 Geometry of the problem 
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6. THE DIFFRACTION OF GAUSSIAN BEAMS BY PERIODIC LAYERS: R. S. Chu, 
Communication Systems Division, GTE Sylvania Inc., Needham, Mass., 
J. A. Kong, Department of Electrical Engineering and Computer Science, 
Massachusetts Institute of Technology, Cambridge, Mass., and T. Tamir, 
Department of Electrical Engineering and Electrophysics, Polytech~ic 
Institute of New York, Brooklyn, New York 

The scatter ina of a Gaussian beam incident at or 
close to a Bragg a~gle on a periodic h~lf space has been 
analyzed by Chu and Tamir[ll. Experiments carried out 
by Forsha,-;(2] ",ith a t.hick holographic film verified their 
results by sho",ing that (al the diffracted beams are formed 
by depletion of energy away from the center of the original 
beam, and (b) the transmitted beams spl=-t at the exit plane 
of the film. Forsha", also measured the far-field patterns 
of the emerging beams and found their profiles via a Fourier 
transform of Chu aed Tarnir's field solution at the exit 
plane. '1'he analytic results thus derived by Forshav.' provide 
an extension of the half-space result.s, but they do not pre­
dict the observed ripples in the intensity of beams dif­
fracted by a layer of finite thickness. 

In this paper, "'e treat the diffraction of a Gaussian 
beam by a periodic layer and derive solutions for both the 
near and the far fields by integrat.ing over an appropriate 
plane-"'ave spectrum. For this purpose, "Ie examine a first­
order coupled mode expression of the plane-wave solution 
and compare it ",ith a highly accurate second-order formula­
tion developed :,y ](ong[3], ,·,ho verified its validity and 
accuracy by means of a rigorous method. Our results sho", 
that, '''hile the fh·st-order approach is aGcurate for Gaus­
sian beams scattered by layers ''lith small periodic modula­
tion, the second-order formulation must be used for strongly 
modulated media. The latter formulation.can easilv handle 
also asymmetric configurations involving a periodi~ layer 
which is bOllllded on its t\Vo sides by media having different 
dielectric constants. Computed results agree ",ell ",ith 
Forshaw's experimental observations and they account for 
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the ripples of the diffracted beam profiles. We also 
find that, in contrast to previous theoretical studies 
which asslimed an incident plane-wave of infinite extent, 
complete conversion of energy into the Bragg field cannot 
generally occur in the case of bounded beams. 

(1) R. S. Chu anu T. Tamir, J. Opt. Soc. Am. , ~, 220 
and 1438 (1976) . 

(2) 14- R. B. Forsha\Ol, Opt. Commun. , ~, 279 (1974) • 

(3) J. A. Kong, J. Opt. Soc. Am. , 67, (1977) . 
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7. BEAM PROPAGATION IN MULTIMODE FIBER GUIDES: C. Yeh, Electrical Sciences 
and Engineering Department, University of California at Los Angeles, 
Los Angeles, Calif. 

The ability to predict the light propagation characteristics 

in various practical guiding structures is very important in 

optical fiber ~ommunications and in optical image transfer. In 

this presentation a numerical technique is described which is 

capable of providing useful data on the propagation charac-

teristics of optical guiding structures whose index of refrac-

tion variation may be quite arbitrary. As a specific example, 

the problem of infinite or truncated Gaussian beam propagation 

in a radially inhomogeneous fiber with parabolic index profile 

is solved. The numerical results of the infinite Gaussian beam 

case are compared with exact analytical data and they are in 

complete agreement. 
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8. MICROBEND LOSSES IN MULTIMODE OPTICAL FIBERS: A. Q. Howard, Jr., 
Department of Electrical Engineering, The University of Arizona, 
Tucson, Arizona 

Using the now well known isolated radiation loss 

formula for a simple bent section of optical fiber, the effect 

of a statistical distribution of microbends is calculated. 

This is done using the diffusion equation approximation to the 

coupled mode equation for power. The statistical content of 

the theory accounts for Poisson distributed initial points 

of bends where the bend arc length is uniformly distributed. 

The paramount analytical result of the paper is a Strum-

Liouville eigenvalue matrix equation for the mode dependent 

attenuation constants. The theory has application to pre-

dicting mode coupling and the change in the polar angular 

distribution of the optical intensity due to longtitudinal 

step perturbations in the effective refractive index structure 

of the fiber. 

Two theories are combined to predict the effects 

of the statististical distribution of microbends on multimode 
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optic~l fiber wave~uides. These are (1) the rather elegant 

treatment of the isolated bend radiation loss (or three 

dimensional open wave-guides); and (2) the coupled mode theory 

resulting in the case of weak coupling in the mode diffusion 

equation. This problem if attacked in complete generally 

would be intractable. However since the microbend losses 

cannot be excessive if a lightwave fiber communication link 

is to be competitive with alternative systems, the losses are 

treated herein as perturbations. This allows the single bend 

loss result to be treated accurately in a comparatively simple 

manner when the bend radius of curvature is large compared 

to a wavelength. Also, if the single event distortion is 

small, and the density of bends is also small, the coupled 

mode equation can be characterized completely by the second 

order statistics of the distribution of bends. 

Futhermore, in the case of multimode fibers con­

sidered herein, the fiber cross section, while being small 

compared to typical bend curvatures, is large compared to all 

wavelengths in the spectra of the communication signal. Hence 

optical notions of rays, asymptotic approximations to mode 

fields, and transverse field dependence are also advantageously 

used to simplify the ~heory. 

It is shown that by introducing an appropriate set 

of expansion functions which satisfy the relevant boundary 

conditions, a real symmetric matrix eigenvalue problem results 
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which is suitable for numerical work. Numerical results for 

attenuation and rower density distribution as a function of 

the statistics of the microbends are presented. 
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APPLICATION OF GEOMETRICAL OPTICS TO SCATTERING OF PLANE ELECTROMAGNETIC WAVES BY GRADED INDEX OPTICAL FIBRE: P. L. Chu, University of New South 
Wales, Australia 

1. Introduction 

The scattering of plane electromagnetic waves by an optical fibre may be studied in two approaches. (1) modal analysis snd (2) geometrical optics or ray theory. For fibres with uniform refractive index, modal approach has been used by Farone and Kerker ~l-1 and by Lundberg ~2-1 to obtain the forward scattered pattern from which information about the fibre radius and refractive index was derived. The geometrical optics approach ~~s been used by Presby ~3-1 and others to obtain the backward scattered pattern from which informa­tion about the fibre can also be derived. For optical fibre with graded index profile, the problem is more difficult. Marcuse and Presby ~4-1 obtained the back~rd scattered pattern by means of the perturbational modal analysis. The purpose of this paper is to present a geometrical optical solution to the plane wave scattering by a graded index optical fibre. In tr.is paper, the ray path, its amplitude and phase and the wavefront of the scattered electromagnetic wave will be given. From these, the backward scattered patterns may be constructed. 
2. Ray Path 

Let ~(t,o() be ths vector position of the electromagnetic ray in the fibre. It is a function of two parameters 0< and t. 0( is the incident angle of tho ray at fibre surface, and t is a quantity that increases with the ray and t-o at incidence. If n is ths refractive index of the fibre, then 

d'lS =..L'7n2 (1) dt" 2. 

For graded-index optical fibre, its index profile 
exactly. We can represent it a8'-

2 2 2(r)1+EJ n = nz [1- ~ b 

where IE 1« 1 and b_radiue of fibre 

is nearly parabolic but not 

-----1(2) 

SUbstituting eq.(2) into eq.(l) and using rectangular coordinates (Fig.1), tro resultant nonlinear ray differential equations may be solTed by regarding £ as a converging parameter and by meena of Lindsted method. The first order approximation is. 

X<U= [bc.oso< +lEA,cos ¢,J cos!lt 

- [bcOS(oI.+B,lh!;.-J + !EA,sin¢.Jsin!lt (3) 
y<t):; [ b sino< + i E B, cos,/,,) c.os!lt 

- [bsin(oI.+9,)Jf,:=i -+ !EB,sin~) sinnt (4) It can be shown that for purely psrabolic fibre (c: = 0), the ray path in the fibre is a part of an ellipse. F1g.2 shows the ray trajectories scattered 111 the fibre. 
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~. Ray Amplitude 

From the ray path, the amplitude of the electric field along the ray 
may be obtained by solving the transport ray equation. The intensity of the 
emergent ray after it has traversed the fibre through refraction, reflection 
and refraction again is given by. 

1 = l!. I, cos'f.ll - sin
2
('P. - 9,) rz sin'('P,-B) I d'Pol 

r ' Sln2('t' ... 8,) sm·('P, ... ~) 0\1> 
----(5) 

where 
dB, cos'fi 
df. J ni-Sin''P, 

When 2 de, + .d.[ - I = 0 
d'f., d'f. 

----Cb) 

,the scattered ray intensity is infinite according to eq.(5). This result srisee 
from the assumption that the emergent wavefront is Gausoian. It will be shown 
in section 5 that the resl wavefront in the region of maximum intensity is cubic 
with a CUBp (Fig.2). The emergent angle of the ray that results from the solu­
tion of eq.(6) is called the rainbow angle. 

4. Ray Phase 

With a phase reference plane 1-1' as shown in Fig.l, the total phase 
of a typical ray that has undergone a refraction, e reflection and a refraction 
is given by. 

'I' <: .2k.I>(I-cos'/l) + 4n.bk.p cose, -2A
2
(2H)kobf[ ~~~! +t(:t.-4!+)) 

E 3 Q2 2 {roh/ .J-p'y' ... y'-Q.' "'[4(SP'- 2Pi)+;rl;(I-ftz)]t;)sin"i 1-2P Y } 
JI-t.'{I-t.'l.)(I-E)Sin'&, I 

where p= AJH, Q = JI-A"i sine, --(7) 

5. Wavefront 

For the purely parabolic index profile (E = 0), the emergent wavefront 
may be obtained by moving the coordinate system to x'y' centred at A (Fig.l), 
y' axie being parallel to the emergent rainbow ray. The wavefront is given by:-

----(8) 

where C is a complicated function of the incident angle«~ giving rise to the 
emergent rainbow rsy. This equation shows tr.at the wavefront near the rainbow 
angle is cubic with a cusp as shown in Figb2. Therefore as the incident ray 
increases in its incident angle ~ from 90 to 180

0
, the emergent ray initially 

decreases in its emergent angle Ie until 0(= "'R giving ~ = ~~, then ~ begins to 
increase again. 

6. Backward-scattered Patterns 

The backward-scattered pattern may be obtained in three ways. (1) 
By considering the interference between the two emergent parallel rays. There 
is also 8 third interferring pBrBllelray resulting from externally refleotion 
by the fibre surfaoe. Curve a of ~·ig.} shows the backward-soattered pattern 
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obtained by this method. (2) Since the actual wavefront near the rainbo~ region 
is not Gaussian but is cusped as given by eq.(8), the scattered pattern in thio 
region is accurately predicted by Airy's function Ai(x) in the following manner.-

E(a) == K[ ",.Ccos6 ]-~ . t-( ~"lrccose \-V3 2rrsin9 ] (9) 
;>.b'cos'o(/t 11" A, "b·c.QS3o(~ ) A 

Curve c of Fig.3 shows such a pattern. The fine structure is absent because 
the externally reflected ray is not taken into consideration. (3) The modal 
analysis using first order apprOximation gives pattern b in Fig.3. Comparisons 
of patterns a with b, and c with b shows that near the rainbow region, the inter­
ference of the two refracted rsys dominates while near the axis region, the 
externally reflected ray and aIle of the refracted rays are important. 

(1) 

(2) 

(3) 

(4) 
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TRANSIENTS, SEM AND IDENTIFICATION 
Chairman: M. B. Van B1aricum, MRC, Santa Barbara, CA 

TRANSIENT RADIATION FROM A SPHEROIDAL ANTENNA: G. Franceschetti, 
J. D. Kotulski, P. L. E. Uslenghi, Communications Laboratory, 
University of Illinois at Chicago Circle 

The canonical problem of a prolate spheroidal metallic antenna 
excited at an equatorial gap by an azimuthally-independent step 
voltage is considered. Starting from the exact modal solution of 
the problem in the frequency domain, a Laplace inverse transform 
yields the solution in the time domain, according to the singularity 
expansion method. The result for a spherical antenna is obtained 
as a particular case [lJ. 

The location of poles in the complex frequency plane is deter­
mined numerically as a function of eccentricity, from the limiting 
case of a spherical antenna to that of a thin cylindrical antenna. 
The particular cases of early-time and late-time behavior of the 
field are discussed and compared with known results [1,2,3J. 
Finally, the study is extended to an imperfectly conducting spheroidal 
antenna with a variable surface impedance [4J. This research was 
performed under Grant AFOSR-72-2263. 

[lJ G. Franceschetti, "A canonical problem in transient radiation -
The spherical antenna," to be published. 

[2J C.W. Harrison and R.W.P. King, IEEE Trans., AP-15, 301-302 (1967). 
(3J R.vL Latham and K.S.H. Lee, Radio Science, 5-;715-723 (1970). 
[4J N.G. Alexopoulos and P.L.E. Uslenghi, "Antennas on spheroids 

with a variable surface impedance," URSI Fall Meeting, Columbus, 
Ohio (September 1970). 
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2. SEM PARAMETERS OF A THIN CYLINDER ABOVE LOSSY GROUND: T. H. Shumpert, 
Auburn University, Auburn, Alabama, D. H. Herndon, Harris Electronics 
Inc., Melbourne, Florida 

The Singularity Expansion Method (SEM) is employed to 
determine the transient response of a thin, finite-length, 
perfectly conducting cylindrical scatterer above a lossy 
ground plane of infinite extent. The effects of the lossy 
ground on the currents and charges induced on the scatterer 
are treated using Fresnel reflection coefficients as defined 
for complex frequencies. The SEM parameters of interest 
such as natural frequencies, natural modes, and coupling 
coefficients are determined numerically as a function of 
the scatterer-ground plane geometry and electrical charac­
teristics of the ground. The SEM parameters are presented 
in the form of appropriate graphs and tables. In addition, 
these data are compared with previously obtained SE~ data 
for the thin cylindrical scatterer in free space and the 
thin cylindrical scatterer above a perfectly conducting 
ground plane of infinite extent. Commonalities between 
these data and the resulting inferences for other scatterers 
near lossy ground are discussed. 
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3. A PROCEDURE FOR CONSTRUCTING SINGLE PORT EQUIVALENT CIRCUITS FOR ANTENNAS 
FROM THE SEM SOLUTION: B. K. Singaraju, Dikewood Industries Inc., 
C. E. Baum, Air Force Weapons Laboratory 

In complex frequency plane there -are various equivalent represen­
tations for an electromagnetic coupling problem. In the singu­
larity expansion method (SEM) the response can be written in terms 
of the s plane singularities such as poles, branch cuts, etc. 
Circuit models can be constructed from the singularity expansion 
method representation which has the advantage of providing physical 
insight, computational convenience and low cost laboratory simula­
tion among others. Although both open circuit and short circuit 
boundary value problems can be treated in this fashion, only short 
circuit boundary value problems will be treated here. 

The short circuit boundary value problem is defined by setting any 
impedance loading the gap of the antenna/scatterer to be zero. 
The scattered field can be represented as an integral over the 
antenna plus the gap. Defining the short cirCUit natural fre­
quenCies, natural modes, admittance coupling coefficients the 
response can be expressed in terms of these SEM quantities. Using 
the pole admittances and voltage sources an equivalent circuit 
consisting of an equivalent voltage source and an admittance is 
constructed for each pole. This equivalent circuit can be con­
structed for each set of conjugate pole pairs. Entire function 
contributions are also included. As an example a thin linear 
dipole antenna equivalent circuit is constructed. The input ad­
mittance and the response are compared to the measured quantities. 
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4. TRANSIENT RESPONSE OF A WIRE BEHIND AN APERTURE PERFORATED CONDUCTING 
SCREEN DUE TO AN EMP EXCITATION: K. R. Umashankar, S. Singarayar, 
University of Mississippi, University, Mississippi 

Recently attention is focused on the study of characterization 
and responses of objects in the vicinity and behind apertures per­
forated conducting screen. The scattering behavior of the objects 
are greatly affected due to the direct coupling to apertures in the 
screen. Earlier investigation of the finite length wire behind and 
parallel to the aperture, in the form of narrow slot, perforated 
conducting screen based on the formulation of the boundary value 
problem indicate strong coupling depending on slot-wire dimensi.ons 
and the distance between them. Based on this study wherein one 
solves a set of coupled integra-differential equations, investiga­
tion is extended to derive some of the characteristics regarding 
transient scattering and time responses of the electric field in the 
narrow slot and electric current on the wire. 

Two practical cases of interest are studied here; the first case 
involves the excitation of the wire behind a narrow slot perforated 
screen by an E}W and the second case treats the wire as an antenna 
with EMP excitation at the center. For such hybrid configurations, 
time responses of the electric current on the wire and the electric 
field in the narrow slot are derived through direct fourier transform 
of the results in the frequency domain. 

The results of the transient characterization with the applica­
tion of the Singularity Expansion Method are also presented where the 
coupling between the wire and the slot can be explained by means of 
pole trajectories in the complex plane as a function of orientation 
of the wire with respect to the slot. 

Figures I and 2 are the representation results of the transient 
response by direct fourier transform. 

Figure I gives the time response at the center of the wire behind 
a narrow slot perforated screen excited by a step plane wave incidence, 
normal to the slot at t = O. Similarly Figure 2 gives the time response 
at the center of the antenna in the presence of a narrow slot perforated 
screen with an EMP excitation at the center of the antenna. The slot 
is in xy plane and oriented along the x axis with its center at the 
origin, while the thin wire is placed parallel to the screen and the 
angle S of the axis of the wire is measured with respect to y axis so 
that when S = 0, the wire is perpendicular to the ~creen. The location 
and orientation of the wire is specified with coordinates of the center 
of the wire (xc. Yc' zc) and angle S. 
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5. A DISCRETE SAMPLING APPROACH TO THE: INVERSE SCATTERING PROBLEM: 
P. Jedrzejewski, Naval Air Development Center, H. Kritikos, Moore 
School of Electrical Engineering, University of Pennsylvania 

INTRODUCTION 

The category of problems termed inversed scattering seek to 
describe the properties of a remotely located body through a know­
ledge of scattering data. Analytic considerations require that the 
scattering data, in the form of the reflection coefficient, be 
known for all frequencies from _00 to +00. In practice it is feas­
ible to take only a finite number of frequency readings. An 
approach is presented which bridges the gap between the analytical 
and the practical. Two methods are applied to data resulting from 
the frequency sampling of a hypothetical third order body, that is, 
a body whose scattering data results in a third order rational reflec­
tion coefficient. The resulting constructed reflection coefficients 
are used in conjunction with the Gelfand-Levitan equation and solved 
by Kay's method to arrive at an estimated expression for the poten­
tial arising from the constructed reflection coefficients to the 
actual potential of the hypothetical third order body. 

SA11PLING COlISIDERATIONS 

Due to the work of Kay [1] and Sims [2], it is reasonable to 
assume that the actual reflection coefficient of the hypothetical 
body being irradiated is given by a rational function of the form 

b + b
1

k + b k
2 

+ + b k
m 

(1) b(k) 0 2 m 
2 a kn 

a + a
1

k + a 2k + + 
0 n 

where m and n are unknown and n > m + 2. 

Sampling the reflection coefficient consists of transmitting a 
signal of known amplitude at the inhomogeneous dispersive media, 
measuring the amplitude and phase of the return and calculating the 
ratio of reflected to transmitted wave. At sampling frequencies of 
k1, k2, ... , k s , where the k's are taken along the real axis, the 
numbers calculated will be the complex quantities b(kl), b(k2), 
••• , b (ks )' 

SIMPLE APPROXIMATIONS 

Given the samples b(kl ), b(k2), ..• , b(ks ) of the rational 
function b(k) a rational approximation 
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[-(k~-(Ci+C;+ZaCz»Z+4(ZCz+a)a(Ci+C;)]1/Z-[kO-(Ci+c~+zaCZ)]i 
-Z(ZC

Z 
+ a) 

Z Z Z Z Z Z l/Z Z Z Z . 
-[-(ko-(Cl+CZ+ZaCZ» +4(ZCZ+a)a(Cl +C Z)] -[ko-(Cl +C Z+ZaCa)]l 

-Z(ZC2 + a) 

In the above ko is the sampling frequency. As long as 

non-singular potentials result. These non-singular potentials 
approach the negative going slope of the corresponding third 
order potential when sampling frequency is increased. In addition, 
the peak of the actual potential and the reconstructed potential 
are approximately the same for all sampling frequencies. It is 
felt that properties like the latter, namely those which are 
invarient with sampling frequency, that are most important and 
should be emphasized in any future work in this area. 

REFERENCES 

[1] Kay, Irvin. The Inverse Scattering Problem, Institute of 
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54 



Commission B - Session 2 

6. EXACT SOLUTION TO AN INVERSE SCATTERING PROBLEM: Shimon Coen, 
Department of Electrical Engineeiing and Computer Sciences, 
University of California, Berkeley, Calif. 

Introduction 

For the medium shown in Fig. 1, Linlor and Jiracek [1] assumed 
lossless and non-dispersive dielectrics and then via Stratton analysis 
[2], presented a synthesis solution. This requires the minimum and 
maximum values of the reflection coefficient amplitude. The method 
proposed in this paper may be applied to lossy dielectrics, requires 
the reflection coefficient amplitude and phase, but only at three 
discrete, equally spaced frequencies. The problem may be stated as 
follows: given the reflection coefficient at three discrete equally 
spaced frequencies from a normally incident plane wave, find the complex 
dielectric constant of the layer and the half space and the thickness 
of the layer (see Fig. 1). 

The Solution 

The reflection coefficient P for this problem may be determined by 
solving the one-dimensional wave equation subject to the continuity of 
the tangential fields. The result is 

p = {_~ + ne2jkhle}/{1 _ ~ne2jkhle} (1) 

where ~ = (le-l)/(Ie+l), n = (Ie-Ie ) I (Ie-Ie ), k is the free space 
wave number, h is the height of theelayer ana E and E correspond to 
the complex dielectric constant of the layer and the fialf-space 
respectively. Equation (1) may be cast into a more convenient form, 
namely 

2jkhle a = ne , a = (P+<:) I (l+P~) (2) 

Note that 
are not a 
write Eq. 

by assuming that all the complex dielectric constants involved 
function of frequency, then n is frequency independent. Now 
(2) for three equally spaced frequencies 

2jki hle 
a = 

i 
ne , i = 1,Z,3 (3) 

where k
3
-kZ = ~ = kZ-kl and ~ is arbitrary; this gives 

_ _ -2jhle~ 
al/a2 - aZ/a3 - e 

for which the following is obtained 

Research sponsored by the NASA-Ames Research Center contract 
NCAZ-OR050-406. 
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where P. corresponds to k .. 
With th~ following notati~n: U

i 
= l+Pi , Vi 

may be cast into 

(Ult+Vl ) (U3t+V3) 

(Ult-Vl ) (U3t-V3) 

Pi-l and t 

This equation may be now solved for t; the result is 

£ = 

(5) 

1£ Eq. (5) 

(6) 

(7) 

Equation (7) states that the complex dielectric constrant of the layer 
is uniquely determined from the knowledge of the reflection coefficient 
at three discrete equally spaced frequencies. 

The height of the layer may be now determined from Eq. (4); the 
result is 

h = logial/a2i/{26Im(I£)} (8) 

where Im(l£) denotes the imaginarv part of 1£. Note that the height 
obtained is unique provided that Im(l£) # O. 

Finally, the complex dielectric constant of the half space is 
obtained from Eq. (3); the result is 

e: e 

This completes the solution of the inverse scattering problem 
associated with the medium shown in Fig. 1. 

Acknowledgement: Professor K. K. Mei suggested the problem. 

References 

(9) 

[1] W. J. Linlor and G. R. Jiracek, "Electromagnetic reflection from 
multi-layered snow models," Journal of Glaciology, Vol. 14, No. 72, 
pp. 501-516, 1975. 

[2] J. A. Stratton, Electromagnetic Theory: New York, McGraw-Hill 
Book Co. Inc., 1941. 

56 



Connnission " - Session 2 

, ".I,x 
e-i X P(~) -eJ 

€o 
I 1 

x==o 

--------- x=-h 

Fi3" 1 : A Three La~ers Medium 

57 

.1 , i 



Commission B - Session 2 

7. IDENTIFICATION OF EM SPECTRUM BY KNOWN POLE SETS*: E. K. Miller, 
J. N. Brittingham, J. L. Willows, University of California, Lawrence 
Livermore Laboratory 

In previous work (1) a numerical procedure was demonstrated that 
extracts the poles of an object from its EM spectrum. That 
procedure returns both physical and curve-fitting poles. This 
paper describes a method by which the curve-fitting poles can be 
separated from the physical poles. Also presented in this paper 
is an algorithm that uses stored pole sets of different known 
targets and an observed spectrum to identify an unknown target. 
This iderzffication algorithm is a process differing from previous 
methods since it is performed entirely in the frequency 
domain. 

The procedure for separating the physical and curve-fitting poles 
is accomplished by using a band limited frequency window on the 
given spectral data and extracting the poles (1p') the method pre­
sented in the previously described report. The frequency 
window is then shifted by one sample interval and the data again 
processed for the poles. By plotting all the poles from the 
various runs on the same graph, the physical poles cluster to­
gether while the curve-fitting poles are more scattered, thus 
permitting them to be identified. 

To demonstrate this sliding-window method, the backscattered 
spectrum of ship model 3 of Fig. 1 for the case of a 60' incident 
wave was calculated for a frequency range of 0.125 to 10 MHz at 
0.125 MHz intervals. A frequency window 5 MHz wide was used for 
10 successive pole calculations over the range 0.125 to 5 MHz, 
0.250 to 5.125 MHz, etc. Figure 2 shows a cluster plot of the 10 
different calculations. All poles in each run are represented by 
a single letter A through J. Note that the physical poles form 
clusters while the locations of the curve-fitting poles vary. 

Using pole sets obtained in this way, the identification of an 
object from a set of stored (previously obtained) library poles 
can be accomplished totally in the frequency domain. This process 
begins by separating the spectrum of the unknown ·object into two 
sets of data, FM(w ), FM(w ) which interleave along the jw-axis. 
TCe stored pole set~ are usgd to calculate a set of residue values 
Rn from the data by employing the equation 

N 

L 
R L 

FM (w
q

) = n 
1, ••• , N/2 (1) L; q 

jW
q - a n 

n=l 
*This work was supported in part by the Engineering Research 
Div\sion of the Lawrence Livermore Laboratory's Electronics 
Engineering Department and in part by the Advanced Research 
Project Agency. 
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where a L 
denotes the Lth set of library poles. The residues 

found frog the solution of equation (1), along with the correspond­
ing library pole set used to find them, are then used to calculate 
a predicted response on the w-axis at the points wp by the 
expression 

N 
R L 

F L (w
p

) L n 1, ••• , N/2 
C L P 

jW
p 

-a 
n=l 

n 

The normalized rms errol. between the actual response FM and the 
calculated response FC is then calculated and a correlation 
number between the stored poles set and the unknown object is 
obtained by computing 

where EL is the normalized rms error. 

To demonstrate this procedure the poles of the three models shown 
in Figure 1 for an incidence angle of 60' were found and stored. 
Then the same three backscattered responses were used in the above 
identification process. The results of this numerical identifica­
tion test is shown in Figure 3. Note that each set of poles does 
correlate best with backscattering data from the model for which 
it was derived. 

REFERENCES 
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Livermore Laboratory, Report UCRL-5lll8, August 23, 1976. 
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Propagation, AP-23 (3), 358-367, 1975. 
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This is a cluster plot that demonstrates the results 
of using a sliding frequency window on data for ship 
model 3 of Figure 1 for the case of a 60· incident 
wave. The original spectrum was calculated for a 
frequency range of .125 to 10 MHz. A frequency window 
of 5 MHz wide was used for 10 successive pole calcula­
tions, each displaced by 0.125 ~rnz. The poles in each 
successive run are represented respectively by a 
single letter A through J. 

Figure 3 

A tabulation showing the correlation results for the three ship 
models of Figure 1 is presented here. The library poles were 
first extracted from the backscattered spectrum of each ship 
for the case of a 60· incident wave. The frequency domain corre­
lation procedure was then applied to each of these spectra 
using the above poles. 

xli 1 2 3 

1 1.000 0.329 0.637 

2 0.316 1.000 0.701 

3 0.523 0.536 1.000 
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8. CLASSIFICATION OF RADAR TARGETS BY MULTIFREQUENCY MEASUREMENTS1,: 
J. P. Toomey, C. L. Bennett, Sperry Research Center, Sudbury, Mass. 

Since the launching of Sputnik I in 1957, there has been con­
siderable interest in detennining the shape and size of orbiting 
space vehicles using remote sensors such as radar [1]. The subject 
of this paper is the use of radar sites with a multi frequency capa­
bility in the space o~ect classification problem. The basic 
technique developed during this study consists of comparing noisy 
multi frequency Radar Cross Section (RCS) measurements with stored 
data describing the RCS of assumed target shapes. 

The contents of the signature library were obtained using the 
space-time integral equation method developed by Bennett [2J. This 
technique enables the calculation of the exact scattering response 
of conducting bodies at all frequencies including the difficult 
resonance region where the wavelength is of the order of the overall 
size of the target. The space-time integral equation method has been 

developed to a point where the scattering response of a large class 
of target shapes can be calculated. It has been used to compute the 
smoothed impulse response of smooth convex targets, targets with 
edges, thin wires, smooth convex bodies with wires attached, open 
thin surfaces, and cylinders with fins attached. In addition, this 
technique has been extended to the computation of the impulse res­
ponse (entire frequency response) or smooth convex targets, targets 
with edges, rectangular plates and cylinders with fins attached. The 
applicability of the method is presently being increased further. 

The targets assumed for this paper were a one-meter-diameter 
sphere, a prolate spheroid with diameter one meter and overall 
length two meters, and a sphere-capped cylinder with diameter 2/3 
meters and an overall length of two meters. The circularly polar­
ized radars were assumed to be the currently operational ALTAIR and 
TRADEX, which are collocated and simultaneously operate in the VHF, 
UHF, L, and S bands. The two lower frequencies lie in the resonance 
region of the targets. 

Since the ALTAIR and TRADEX radars operate with circular polar­
ization, only the circular polarization radar cross section is 
considered. This has the additional benefit of eliminating any ex­
plicit dependence of the radar cross section on the polarization 
vector orientation with respect to the target axis, thus enabling 
cost-effective classification processing. These radars transmit 
right-hand circular polarization (RHCP) and will iee the sphere only 
in the left-hand circular polarization (LHCP) receiv1ed channel. The 
numerical results given here apply to r~dars which transmit and re­
ceive opposite sense polarizations, but the classification software 

*The work reported in this paper was supported by Air Force Contract No. 
F30602-76-C-0039. 
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is set up to handle dual receive polarizations (RHCP and LHCP) at 
multiple frequencies. With the circul~r polarization condition 
specified, the elements of linear polarization scattering matrix, 
computed from the space-time integral equation, can be used to cal­
culate the radar cross section appropriate to these radars. The 
radar cross section (ReS) depends on radar carrier frequency and tar­
get aspect, which may be specified as the angle, .' between the line 
of sight and the target axis. For ex~mple, consider the RCS seen by 
ALTAIR (VHF and UHF). An efficient way of displaying the dependence 
of the RCS on frequency and aspect is to plot o(fl , ¢), the RCS at 
VHF, versus 0(f2' ¢), the ReS at UHF. The aspect variation then ap­
pears parametrically on these "frequency space traj ectories." 
Figure 1 shows this plot (the RCS values are in dB relative t~ one 
square meter) for the three targets. Since the sphere RCS is inde­
pendent of viewing angle, it appears as the point located at 
(-3.7, -2.0) dBS'1. The ReS of the other targets is aspect depenaent 
and the resulting curves show this dependence by indicating the as­
pect angle at various points on the trajectory. The frequency space 
trajectory (FST) for the sphere-capped cylinder is more complex than 
that for the prolate spheroid, as might be expected. 

A noise-corrupted mUltifrequency UHF and VHF observation of the 
RCS of an orbi ting vehicle can be represented by a point in th.e 
plane of Figure 1. The location of this point will depend on the 
shape and size of the target being illuminated, the apsect angle, and 
the polarization of the radars. Even under identical conditions 
(static target), however, the location of this point from pulse to 
pulse will fluctuate randomly about the true target RCS due to noise 
effects. The mag~itude of these fluctuations will depend on range, 
RCS, and the parameters of the radar(s). In order to classify 
targets, a measure of closeness or distance between the noisy obser­
vations and the library ReS data represented in Figure 1 was developed. 
The classifier operates by choosing the frequency space trajectory 
which is closest to the observed data . 

. The classifier was devel~ped from the principles of statistical 
decision theory which indicate that the likelihood function or prob­
ability density of the radar observations provides the best measure 
of closeness between the observed data and the stored signatures. 
This viewpoint required a statistical model of the effect of radar 
receiver noise on the ReS measurements made by radars. The resulting 
generalized likelihood classifier has several advantages over those 
described in previously published work [3, 4 J. It requires modifica­
tions to only the data-processing portions of existing radars and 
therefore would be a relatively simple add-on to oper.ational sites 
with a multifrequency capability. The classifier requires absolutely 
no prior information (statistical or deterministic) concerning tar­
get aspect or dynamical motion; aspect estimation is an automatic 
"by-product" of the operation of the classifier. 'This feature could 
be used to measure target motion or detect sudden changes in target 
atti tude. 

The classifier operates sequentially in time on the received 
radar data. No storage of radar data is required, but the decision 
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at a given time is dependent on all the data received up to and 
including that time. The decision statistic is updated after each 
observation is received. A measure of the confidence to be asso­
ciated with the current decision is also computed. The classifier 
structure thus enables very early target classification depending on 
the desired decision confidence. The simulation studies done during 
this study show that only a small number of radar observations (at 
only two frequencies) during the early portion of the first pass of 
either stable or tumbling objects are required for essentially error­
free shape classification. An additional attractive feature of this 
classification method is the capability to recognize that the target 
being tracked is not closely represented by any of the targets in the 
signature library. This target reject confidence measure will be 
described. 

[IJ. C. Brindley, "Target Recognition," Space/Aeronautics, June 
1965, pp. 62-68. 

[2J. C.L. Bennett, A.M. Auckenthaler, R.S. Smith and J.D. DeLorenzo, 
"Space-Time Integral Equation Approach to the Large Body Scat­
tering Problem," Sperry Research Center, Sudbury, Mass., Final 
Report on Contract No. F30602-71-C-0162, May 1973. 

[3]. A.A. Ksienski, Y. Lin, and L.J. White, "Low Frequency Approach 
to Target Identification," Proc. IEEE, Vol. 63, No. 12, 
December 1975, pp. 1651-1660. 

[4J. W.B. Goggins, "Identification of Radar Targets by Pattern 
Recognition," Ph.D. Dissertation, Air Force Institute of 
Technology, Wright-Patterson AFB, Ohio, 1973. 
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9. SUBOPTIMAL SYSTEM APPROXIMATION/IDENTIFICATION BY COMPLEX EXPONENTIALS: 
T. K. Sarkar, Rochester Institute of Technology, Rochester, New York, 
J. Nebat, D. D. Weiner, Syracuse University, Syracuse, New York 

1. Introduction 

Prony's al~orithm for deriving complex poles and residues for equispaced 
data samples· [lJ is quite straightforward. However. the Prony method does 
not yield an optimum set of poles and residues; nor does it give a measure 
of accuracy. Also the set of poles obtained by Prony's method depends on 
how the set of data points are chosen. Prony's method become quite compli­
cated when the response to a system is given for an arbitrary input and 
for nonzero initial conditions. Furthermore, when the order of approximation 
is increased from n to n+l. the whole procedure must be repeated again. 
Reference l2Jdescribes a procedure for obtaining the optimum exponents 
and the weighting constants needed to minimize the integrated square error 
(£). Unfortunately this method requires a solution of nonlinear algebraic 
equations, and a linear iterative method. The method presented here is 
suboptimal. In this method i31 the poles are suboptimal. However, they 
appraoch the optimum poles [41-when the mean-squared error £ is made small. 
Having obtained the poles, the weighting constants are evaluated by a least 
square method. 

2. Approximating a Signal by Exponentials 

Let the signal x(t) be real for t > 0 and zero otherwise and be 
square integrable over [0, ~. Let the-least-square approximation 
(minimizes the integrated square error) of x(t) be get) and of the form 

n 
get) I Ai eXP(si t ) 

i=l 

for t > 0, Re [siJ < O. si f sk for i f k and Ai f O. A measure of 

approximation of x(t) is the non-negative number £ defined by 
x(t) = get) + £ ret), where r satisfies <g,r> 0 and 1 Igl 1 = 1 Irl I. 
If the function x(t) is integrated repeatedly n times, a set of n+l 

functions are obtained, namely x(t) = xl(t), and ~+l(t) = ~ ~(T)dT, 
o 

.for k=l, ••. ,n. Also each function can be written as ~(t) = gk(t) + £ rk(t) 

where gk and r k are obtained by repeated integrations of g = gl and r = r
1

, 

respectively. The set of functions {gl' ..... gn+l} form an n order subspace 

Sn of a Euclidean space n of functions [3J. For £ = 0, x(t) is in Sn and 

the exact exponents can be determined from the n order polynomial equation 
n+l 
I 

i=l 

r.:- n+l-i 
v6
ii

A = 0 where the 6ii are the diagonal cofactor of the matrix 

[Gn+J= [gij = <gi·gjS • Moreover it is necessary and sufficient for perfect 
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n approximation of g(t) that I G
n

+
l 
I = O. So the calculation of the 

system exponents si' is reduced to finding the roots of a polynomial. For 
the general case (suboptimnl case) when c f 0, the positive square root of 
det [Hn+ll is the same order of magnitude as c, i.e. .; I Hn+l I 8 (c) and 
the diagonal cofactors 8'ii of H

n
+

l 
are related to 8

ii 
as 

2 
18'11 = ~+.5 E: 0 11/ ~i + 8(E:) 

where the matrix Hn+l is defined as [hij = <xi' xj~1 and 0 ii are certain 

constants, which is dependent only on the function g. It can also be 
shown [3] that the suboptimal roots si of the equation 
n+l . 1 
~ "....-..' ,n-~+ -_ 0 1 d h ~ .n·.. A are re ate to t e optimum exponents s{ as 

i=l ll. • 
2 

si = si + E:~i + 8(c ), where £i are the appropriate constants. Once the 

suboptimal exponents are found, the weights A. can be obtained by a 
least-square solution. Next section gives th~ solution procedure of a 
general case. The following result due to Gram is used to calculate E. 
If {e

1
, ••. ,e } span an n-dimensional subspace S of an inner product 

,,'0., ""I:l;:~~'~"':~ ~:;o:~~:, ,. '. ro , ",,, • I '. " 

g(t)= G • 
n • 

<en,x> [GnJ 
I 

Where Gn = ~ij = <e
i

, e
j

>] and e
1
,··· ,en are the n exponents to 

approximate x(t) (i.e. e
1 

= exp(sl t), ••• ) 

II r II 
1 

~,x.? _: ~el:.-'x~ . .:.-<eE'~>~ 1/2 

<el,x> I 

I 

<en,x>; [GnJ 

E = I<Er, x-g> 

An alternative expression for E can also be obtained as 

E = ,I [( II x11 2/li g112) - 1] 

3. Identification of System Poles and Residues to an Arbitrary Input 

The problem is to find the system poles and the residues at the 
poles when the output y(t) of the system is known for a known input 
x(t). The impulse response h(t) is assumed of the form 

n 
h(t) = L Ai exp(s.t) where h (t) is real valued and the poles are all 

i=l ~ 

distinct and has a negative real part. The restriction on the poles being 
distinct can be removed if the impulse response is chosen of the form 
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~ ~i . 1 where ~ L £ Ai]' t]- exp(si t ) L m
i 

= n. The input and the 
i=l j=l i=l 

h(t) = 

output time functions are integrated n times from t 
zero initial conditions the output can be expressed as 

T 

o to t = T. For 

yeT) = 
n 
L Ai exp(siT) 

i=l 
J exp(-siT) x(T)dT, Jain has shown [3J that the 

o 
pencil set Yl - AY2' Y2 - AY3""'Yn - AYn+l ; x2 ,x3"",xn+l is linearly 

dependent if and only if A is one of the system poles si' The system poles 
are then obtained from the polynomial equation 

n+l 
~ Q. ,n+l-i = 0 h Q h .. f h d' 1 £ A were i are t e posltlve square roots 0 t e lagona 

i=l 1 

cofactors of a (2n+l) order Gram matrix G
2n

+
l 

defined by the set of functions 

{Yl,· .. ,Yn+l ; x 2,···,xn+1L Absence of Xl from the set implies that the 

procedure is valid for any non-zero input. The output yet) can nOw be 
expressed as 

[ n 
~ 

n 
yeT) = L A.p. (T) L A. exp(sl) exp(-sjT) x(T)dT The unknown 

j:=l 
] ] j=l ] 

constants A. can be obtained from a least square procedure. The following 
n+l equatiods can be set up as 

n 
Yi(T) = L CijAj' i = l, ... ,n+l where 

j=l 

j"'" 
for i 1 

cij 
p. (T) i-l xm+l (T) for i=2, .•. ,n+l -L- L 
(s.)i-l m=l (s.)i-m 

J J 

There are n+l equations to solve for N unknowns. The initial output, 
yl(t) will be discarded since it is the noisiest measurement and use will 

be.made only of the integrated outputs Y2(T)""'Y
n

+
l 

(T). 

The Integrated square error can be found as before. 
Example 

Input: expt (-2t) cos (t) Ou~put: 0:5 [exp (-t) - exp(-3t~ 
Data: 201 equispaced samples of a record of 3 seconds. 

The true transfer function is 

lI(s)~ -.L (s - 2 - j)(s - 2 +:i) 
2lr (s + 1) (5 +2) (s +3) 
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A third order approximation was chosen and the result is: 

H' (s) = .83319 (s - Z.00099 - .998619j)(s - Z.00099 + .998619j) 
(s + .999979)(s + 1.99997)(s + Z.99949) 

4. Nonzero Initial State 

When the initial state is not zero the output can be expressed as 
n T 

y(T) L exp(s.T) [a i 
+ A. I exp(-siT) x(T)d'Q where a

i 
are 

i=l 1. 1. 

related linearly to the initi'al state. For this case, it can be shown 
that the pencil set {Yl - AYZ""'Yn - AYn+l; xZ""'xn+l ; 1, t, ... tn-l} 
is linearly dependent if and only it A is one of the system poles. The 
development is similar to that of the previous section except that the 
Gram matrix is now 3n+l dimensionals as defined by the functions 

n-l 
{Yl""'Yn+l; xZ,···,xn+l ; 1, •.. ,t }. 

S. Discussions 

The suboptimal exponents determined noniteratively are s~ = si + £ii" 

Thus as the order of approximation n is increased, not only should the 
error decrease but the suboptimal approximation will approach the 
optimum. Furthermore, only n+l new entries have to be computed for 
Hn+l when the order of approximation is increased from n to n+l, 

resulting in a considerable savings of time. Also, for direct computation 
of error a formula has been developed. The major disadvantage of this 
technique is to carry out the n-fold integrals. However, when the data 
is noisy the integrators in the above system can be replaced by FOF 
(First Order Filters) to enhance accuracy in the estimation procedure. 
The FOF has a transfer function of l./(s+p). Secondly, realizability 
of FOF's are easier than ideal integrators. Thirdly, when the s~stem 
poles are very close to each other the technique described in r3J 
becomes in error. However use of FOF in case of ideal integrators 
again will enhance the accuracy of this estimation procedure. 

6. 

[2 ] 
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SURFACE EFFEC~S ON EM WAVES 
Chairman: K. Casey, Kansas State University, Manhattan 

1. SURFACE WAVES ON GENERALIZED YAGI ARRAYS: W. K. Kahn, George Washington 
University, Washington, D. C. 

The dispersion characteristics and excitation coef­
ficients for surface waves on uniform arrays of parasitic 
antennas are formulated in a way that exhibits their close 
connection with properties of the same antennas when used 
as a phased array. Analytical and numerical results are 
obtained for arrays of electric dipoles arbitrarily ori­
ented with respect to the axis of the array. 

The role of surface waves on Yagi arrays was clari­
fied by Ehrenspeck and Poehler. Sengupta and Mailloux 
computed characteristics of surface waves on arrays of 
dipoles perpendicular to the array axis. This paper out­
lines a network formulation applicable to arrays of 
general elements. The surface wave characteristics are 
then found in terms of the active impedance of the array. 
In particular, the active reactance for phasing angles 
corresponding to a beam pointing into the "invisible 
region" of a closely spaced array is required. 

The formulation is illustrated through application 
to an array of parasitic electric dipoles, the axis of 
the dipoles being inclined at any angle to the array axis. 
For such arrays an essentially closed form for the re­
quired active reactance has previously been given by 
Wasylkiwskyj and Kahn. 
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2. CAVITY RESONANCES AND MUTUAL COUPLING IN COLLECTOR ARRAYS: H. Steyskal, 
Polytechnic Institute of New York, Farmingdale, New York 

Feed-through le ns Or dome antennas IlJ present the problem 
of finding the mutual coupling between waveguides on the con­
cave interior surface of the dome. Considering the dome as 
a lossless cavity (sp~erical Or cylindrical) through which the 
waveguides are coupled allows an equivalent multiport network 
description. However, a complication with this approach are 
the many cavity resonances and large number of degenerate 
modes, since the cavity is large in wavelengths and is highly 
symmetric. 

The scattering matrix for the network is obtained by 
matching the cavity and waveguide fields over the guide aper­
tUres and solving the resulting equation by the moment method. 
The matrix coefficients appear as the ratio of two determinants 
which by a series expansion can be brought into a form valid 
both at and off resonance. 

A result obtained is the general condition that at a cavity 
resona·nce the total aperture field (for all waveguide apertures) 
must be orthogonal to the set of degenerate resonant cavity 
modes. This leads to zerO coupling coefficients whenever the 
total number of aperture modes (for all waveguides) is less 
than Or equal to the number of resonant modes. 

[].J L. Schwartzman and J. Stangel: The Dome Antenna, 
Microwave Journal, Oct. 1975. 

71 



Commission B - Session 3 

3. STUDIES OF METALLIC GRID SPATIAL FILTERS: R. J. Mailloux, 
Deputy for Electronic Technology (RAnC), Hanscom AFB, Mass. 

The use of several metallic grids arranged to achieve 
specified angular transmission factors is studied for the purpose 
of achieving antenna sidelobe suppression. In this analytical 
study each metallic grid is an infinite periodic array of in­
finitely long, zero thickness, perfectly conducting strips of 
width A (for the n'th grid). The inter-grid distance is variable 
but allngrids have the same cell period. 

Subject to the assumption of a unidirectional current, this 
analysis considers the arraying of N - sUch grids and presents 
computations describing the spatial filtering characteristics and 
mutual interaction between grids and transmission of normal and 
cross polarized fields for plane wave incidence. 
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4. EQUIVALENT SHEET IMPEDANCE OF A BONDED-MESH SCREEN ON AN ANISOTROPIC 
HALF-SPACE: K. F. Casey, Department of Electrical Engineering, 
Kansas State University, Manhattan, Kansas 

Certain types of advanced composite laminates can be modeled as 
uniaxially anisotropic dielectrics whose optic axes are oriented 
normal to the laminate boundaries. In order to improve the electro­
magnetic shielding effectiveness of panels made of these materials, 
a bonded wire-mesh screen is often bonded to one surface. Since the 
reactive field carried by the screen is attenuated in a distance 
small in comparison to the panel thickness, the screen itse,lf can 
be characterized by considering it to lie on an anisotropic dielectric 
half-space. 

By incorporating appropriate charge continuity and current dis­
continuity conditions in the space-harmonic expansions for the cur­
rents in the screen wires, a rapidly convergent numerical solution 
can be obtained for these currents and thus for the equivalent sheet 
impedance of the screen. When the wavelength is much larger than the 
mesh period, the equivalent sheet impedance of the screen can be 
expressed as 

z s 

v V 
_-'s"'--'s'--__ ] 

1 + IEtrE tr 

in which a is the mesh period and r is the wire radius; Z is the wire 
impedance ~ni~ length, s is the Laplace variable cr + Yw, c = l/~, 
and n = 111 / E ; I is the identity operator and V the "surface" del 0 0 

opera~or ana E~ and 8 denote the relative permlttivities of the aniso­
tropic medium ~li the d£fections normal and parallel to the boundary. 
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5. SCATTERING OF SURFACE WAVE BY A METALLIC STRIP ON A REACTIVE SURFACE: 
T. Yoneyama, S. Nishida, Institute of Electrical Communication, 
Tohoku University, Sendai 980, Japan 

A two dimensional scattering of surface wave by a metallic 
strip placed on a reactive surface is analyzed by meanS of a 
function theoretic technique. The geometry of the problem to be 
considered here is shown in Fig.l. The incident field is a TM 
surface wave travelling in the x-direction and guided by the re­
active surface in the plane y=O. The surface has normalized re­
actance Xo for x<O and x>f and zero reactance for o<x<R which 
characterizes the metallic strip. The nonvanishing reactance 
is .assumed to be positive and real. Our concern is to find 
reflection and transmission coefficients of the surface wave. 

The problem is the so-called three parts mixed boundary value 
problem and can be formulated in terms of a simultaneous system of 
integral equations[l]. Jones's method of approximation is useful 
to solve the equations when R is large compared to the wavelength 
[2], but no method is available for a small value of P . In this 
summary, we describe a method of approximation for handling the 
integral equations regardless of a value of i . 

The simultaneous system of integral equations as given in 
literature[l] can be rewritten as follows: 

11. '" 1 

, 11.=2. (2) 
Diffinitions of the relevant functions can be found elsewhere[l] 
and the contour of integration r_ is taken along the branch cut 
of the function K+(~) in the lower half complex plane. The pa­
rameter A~ is given by 

A", :: R + , (3) 
where Rand T are the reflection and transmission coefficients of 
the surface wave to be determined and (3. is the propagation constant 
of the surface wave. Hence, if the parameter A. is found, calcu­
lation of the reflection and transmission coefficients is straight-
forward. In eq. (1), the function GCJ3) is unkno\m, but analytic 
in the lower half plane and has no pole in the whole complex plane. 

We can treat eq.(l) by a kind of iteration method and determine 
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An by invoking to the functional property of GCP) as stated above. 
Prior to numerical computation, we must examine convergence of the 
iteration scheme, but this is difficult to be done analytically. 
We can infer numerically that the convergence of the iteration pro­
cedure is guaranteed for almost all cases of practical interest. 

Solutions of the zeroth order approximation and of the first 
order approximation are found and the corresponding reflection and 
transmission coefficients are plotted in Figs.2 and 3. Both the 
approximations yield the results which are in a good agreement with 
each other for all values of P . Therefore, we may say that the 
zeroth order approximation of the integral equations is sufficient 
for quick estimation of the reflection and transmission coefficients 
of the surface wave. 

The technique described here may be applied to other three 
parts mixed boundary value problem, if the main concern of calcu­
lation is to find the reflection and transmission coefficients of 
the guided wave. 

REFERENCES 
[1] B. Noble, "The Wiener-Hopf Technique," Pergamon, New York 

(1958), Chap.V, pp.196-202. 
[2] D. S. Jones, "Diffraction by a Wave-Guide of Finite Length," 

Proc. Camb. Philos. Soc., 48, pp.118-l34(1952). 
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Fig.1 Geometry of the problem 
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6. INTERFERENCE-FREE CONDUCTING SURFACES: E. V. Jull, J. W. Heath, 
Department o~ Electrical Engineering, The University of British Columbia 

Reflection gratings with a period d = A/(2 sin8i) scatter only two spectral 
orders in the angular range 19.5° < 8i < 90°, where 8i is the angle of incidence 
from the normal and A is the wavelength (see Fig. 1). The corrugation depth h 
can be chosen to eliminate specular reflection, leaving only backscatter. This 
has already been shown for the grating profiles of Fig. 1. Here it is further 
investigated and the applications, in particular, of the rectangular-groove 
surface [1], to the reduction of electrOmagnetic interference from buildings 
and to the design of surfaces for maximum backscatter is discussed. 

While different grating profiles may be used to eliminate specular reflec­
tion some have inherent limitations. Right angle triangular grooves, for ex­
ample, are effective for only TM polarization (magnetic field parallel to the 
grooves). Sinusoidal and comb corrugations can be effective for both TM and TE 
(electric field parallel to the grooves) but not, in general, both simultane­
ously. The comb grating, for example, can eliminate specular reflection for 
arbitrary polarization only when 8i = 59.4° (d = 0.58A, h = 0.56A). The rec­
tangular groove grating possesses an extra variable in its aspect ratio aid 
and can be made to backscatter all arbitrarily polarized energy incident in the 
angular range 19.5° < 8i < 59.4° [1,2,3]. For larger angles 8i this effect can, 
in principle, also be achieved, but with inconveniently deep rectangular grooves. 
For smaller angles more than two spectral orders are scattered by corrugations 
with spacing d = A/(2 sin8

i
). 

Within this angular range, however, elimination of specular reflection or 
perfect blazing for both polarizations can be amply demonstrated. Fig. 2 shows 
numerical and experimental results for a surface designed for this effect at 
8i = 45. The numerical values are for plane wave incidence on an infinite sur­
face of perfect conductivity. Experimental values are for 44 corrugations in a 
3lA x13Abrass plate illuminated at A = 8.6 mm. Identical transmitting and re­
ceiving horns were used at a range of 1.4 m. from the plate. Similar near per­
fect blazing for both polarizations and similar close agreement with predicted 
performance has also been demonstrated at 8i = 54.5°, 50° and 30° on plates of 
equal size with numbers of grooves ranging from 50 to 31. The surface toler­
ances required were relatively easy to achieve for the larger aspect ratios but 
less easy for small aspect ratios. 

Interfering reflections from buildings usually occur for near grazing inci­
dence so with the methods described here only a single polarization can be elim­
inated or reduced. The particular application considered is instrument landing 
system (ILS) interference from large hangars near airport runways. The hangar 
surfaces are metal and at an ILS frequency of 110 MHz about 30A x l2A. Hori­
zontal polarization is used. The technique seems particular~y applicable here 
and designs for fin corrugations [4,5] (wire screens) on' existing hangars have 
been prepared. The grooves required are particularly shallow for near grazing 
incidence with TM polarization. Very shallow rectangular grooves formed with 
aluminum sandwich panels would be very appropriate for new buildings. Such 
surfaces with periods d = A/(sin 8i) can also be effective; for near grazing 
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incidence, say 6i = 80·, the required depth h = 0.09 d with an aspect ratio of 
aId = 0.333. The required number of corrugaticns is presently being investigated. 
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Fig. 1 Surface profiles: a) sinusoidal b) comb 
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7. FREQUENCY SELECTIVE SURFACES: T. W. Leonard, L. R. Young, Harris 
Corporation, Electronic Systems Division, Melbourne, Florida 

Frequency selective surfaces (FSS) have applications in 
antennas covering several frequency bands simultaneously. 
These surfaces are usually used between a reflector 
antenna and its focal point to almost completely reflect 
one freq~ency band to another focal point, and to pass 
another frequency band with low loss. Most applications 
of the FSS have been with two frequency bands separated 
by several octaves and at angles of incidence less than 
about 45 0 • A simple array of resonant crossed-dipoles 
is usually used for such applications. When more com­
plex responses are required, an array of crossed-dipoles 
is not sufficient. By using multiple layers of capaci­
tive sheets (an array of thin conducting rectangles), a 
wide variety of reflectance and transmittance responses 
may be obtained and easily predicted analytically. An 
FSS of this design can be used to diplex two or more 
bands closely spaced in frequency with equal E and H 
cut-offs and low cross-polarization, over angles of inci­
dence over 65 0 from normal incidence. 

Consider an antenna required to operate simultaneously 
over the five frequency bands shown in Figure 1. The 
total bandwidth (2.7 to 16 GHz) is too large to be 
c.overed by a single high efficiency feed. However, it 
is conceivable that two high-efficiency broadband feeds 
could be used, one covering the two low bands, and 
another covering the three high bands. The particular 
application in this case is an offset parabolic reflec­
tor. By placing the FSS at the position indicated in 
Figure 2, the frequency bands can be diplexed to the 
proper feed with low loss. The FSS giving the response 
of Figure 1 is made of four sheets of copper clad mylar 
etched to form a grid of rectangles. This type of 
sheet is essentially a lumped element capacitor, so long 
as the period of the grid is small in terms of wavelength. 
The reflectance and transmittance of single sheets of 
capacitive strips and grids are given in the references 
(1,2,3). The effect of using several of these sheets 
separated by low dielectric constant polystyrene foam 
is identical to placing capacitors along a transmission 
line. The ~esponse of several sheets is easily calcu­
lated by writing an S-parameter matrix for each sheet, 
converting these to T-parameter matrices taking into 
account the spacing between sheets, multiplying the 
T~parameter matrices together, and converting the 
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resulting matrix back to an S-parameter matrix. This 
procedure yields the calculated values appearing in 
Figure 1. 

For angl~~ other than normal incidence, Saleh and 
Simplak l ) suggested stretching the squares to rec­
tangles so that the projected area appears as a square 
from the direction of the incident wave. However, to 
obtain equal E and H plane responses, the gap between 
the rectangles should also be widened so that the grid 
appears 'perfectlY(symmetric from the vantage point, as 
shown in Figure 3 J. For a multi-layer FSS, the 
spacing between sheets should be increased as llcose, 
where e is the incidence angle, for equal E and H plane 
responses. The measured E and H plane cut-offs are 
virtually identical for angles as large as 65 0 from 
normal incidence. If the maximum dimension of the 
rectangles should become approximately A/2, the response 
will begin to break up, but this problem can be elimi­
nated by simply halving the size of the rectangles and 
placing two sheets back-to-back (for this case, align­
ment of the sheets is critical). Because the sheet 
appears symmetric, it generates l~w cross-polarized com­
ponents (>25 dB down for the FSS of Figure 1 at angles 
of incidence >40 0 ). Figure 4 shows an FSS designed for 
the Advanced Microwave Radiometer Feed System developed 
on NASA contract NAS5-22889. This FSS is designed for 
a spherical incident wave similar to the configuration 
in Figure 2, so the squares are stretched to rectangles 
in two directions towards the reflector edges, as shown 
in Figure 5. Preliminary far field patterns indic~te 
losses less than 0.75 dB at the four lower frequency 
bands shown in Figure 1. Final test data will be pre­
sented. 

For more complicated responses, more sheets may be added, 
but the phase shift of the FSS changes rapidly when 
sharper cut-offs and more sheets are used. Inductive 
sheets can also be used to obtain varied responses. By 
putting an inductive and a capacitive sheet back-to­
back, parallel resonant band-pass filters have been 
constructed. 
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FREQUENCY IN GHI 

Figure 1 - Four layer FSS response and desired oeprating 
bands (shaded). ____ Measured at 26.5 0 incidence angle, 
--- calculated. The E and H plane responses are vir­
tually identical. The sheets were spaced 0.425 inches 
apart. 
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pigure 2 - Offset reflec­
tor geometry showing posi­
tion of the FSS. 

Figure 4 - The FSS for the 
Advanced Microwave Radio­
meter Feed System. 
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Figure 3 - Rectangle geo­
metry for equal E and H 
plane res pons e,s. 

Figure 5 - The copper grid 
is stretched in two dimen­
sions for illumination by a 
spherical wave front. 
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8. ANALYSIS OF FREQUENCY SELECTIVE SURFACES PRINTED ON DIELECTRIC SHEET: 
V. D. Agrawal, W. A. Imbriale, TRW Defense and Space Systems Group, 
Redondo Beach, Calif. 

INTRODUCTION 
Frequency selective surfaces have found widespread appli­

cations in microwave antennas [lJ and optics [2J. For circular 
polarization, one popular design is a planar array of crossed di­
poles. This array becomes reflective near the dipole resonance 
frequency and is almost transparent at lower frequencies. In prac­
tice, these surfaces are often constructed by printing metal 
dipoles on a supporting dielectric sheet. The exact reflection and 
transmission characteristics, therefore, depend upon the length, 
width and spacing of dipoles, and the dielectric constant and 
thickness of the sheet. With so many parameters to control in a 
design, it is desirable to have an analytical solution. This paper 
describes the application of Floquet mode theory to frequency sel­
ective surfaces of crossed dipoles printed on a dielectric sheet. 

ANALYSIS 
Our analysis closely follows those of Chen [3J and ~lontgomery 

[4J. The surface, whose geometry is shown in Figure 1, is assumed 
to be infinite in the xy-plane. Several general cases have been 
considered by Chen [5] in an unpublished work. Periodicity allows 
us to expand the fields in terms of Floquet modes. The incident 
field is also represented as a series of these modes. Upon 
matching the boundary conditions at z = 0 and z = T, an integral 
equation in the unknown dipole current, j(x,y), is obtained. We 
next approximate the dipole current by orthonormal functions, 
lin (x,y): 

N 
j(x,y) = L: cn hn(X,y) (1) 

n=l 

Now the integral equation reduces to a linear system of equations 
which can be readily solved for the coefficients, cn. Once this is 
done, the final expressions for reflection and transmission co­
efficients follow easily. Omitting the details [4J, the reflection 
coefficient can be written as, 

D 1 ~ ... ( ... '\n(e)= Rm(e) - 2eq '=' cngn e).KmOO 
d 'mOO n-l 

(2) 

where 

the integral being performed over the surface of a cross dipole. 
Plane of reflection is the xy-plane and e is the angle of inci­
dence. Expressions for the TM and TE waves, as shown in Figure 1 (A), 
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correspond to m = 1 and 2, respectivel~. R~(6) is the reflection 
coefficient of dielectric sheet and ~~ 0 is a complex addmittance; 
expressions for these may be found in 4]. Other quantities are 
defined below: 

d = Array spacing 

r = x x + y Y 

+k = (21T . e + 12"1TP) A + (121TP + 2121Tg~A 0 1 2 pq A Sln d x d d y,p,q ':':. ':':. ... o 
-+ 7- ~ -+ "'+ 

Kl pq = Kpq/ I kpq I, K2pq = Z x Kl pq. 

Equation (2) considers only the zero-order Floquet mode (p = q = 0) 
since in a suitable design by using a small array soacing, the 
higher order Floquet modes, which correspond to the grating lobes, 
are made evanescent and hence they do not contribute to the far 
field. However, in the computation of cn' higher order modes must 
be included since they are necessary for satisfying the boundary 
conditions. Expression for transmission coefficient is obtained 
in an identical manner [4]. Since the problem is solved for two 
orthogonal linear polarizations, any arbitrary polarization can 
also be treated. 

NUMERICAL COMPUTATION 
A computer program ~Ias written for calculating the reflection 

coefficient, using a Fourier expansion in Eq. (1). Computed re­
flection coefficient for L = 0.97cm, d = 0.92cm, and W = 40mil, is 
shown in Fiqure 2. Figure 2(A) assumes an absence of the dielec­
tric (Er=l, T=O) and Fig. 2(R) is with a sheet of dielec-
tric constant, E = 4.25, and thickness, T = 5mil. It was found 
that a three-ter~ exoansion of current on each dipole was suffic­
ient. Thus for the cross dipole at origin, we have 

.,. A.12 .,. A.l2. .,. A.g: 
hI = y"WL cos (1Ty/L) , h2 = y"WL sln(21Ty/L), h3 = y"WL COS(31Ty/L) 

.,. A.g: .,. A.g:. .,. A./2 
h4 = x"WL cos(1Tx/L), h5 = x"WL sln(21Tx/L), h6 = x"WL COS(31TX/L) 

In addition, Floquet modes Ipl, Iql$2 were sufficient for a numer­
ical convergence. A major influence of the dielectric sheet 
appears to be in lowering the resonance frequency at which the 
surface becomes a perfect reflector. 

EXPERIMENTAL RESULTS AND DISCUSSION 
An experimental frequency selective surface, as shown in 

Figure l(B), was constructed by printing copper dipoles on a kap­
ton sheet (Er~4.25). Results of measurements, whose details may 
be found elsewhere [6], are given in Figure 2(C) and show a close 
agreement with the theoretical results of Figure 2(B). There is, 
however, a slight difference in the resonance frequency which may 
be attributed to the fact that the dipoles in the experimental sur­
face had rounded ends, effectively making them a little longer. 
Also, the dielectric constant of the sheet at 10-18 GHz band was 
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only approximately known. 

CONCLUSION 
The Floquet mode theory as applied above is shown to predict 

the performance of a practical frequency selective surface. The 
importance of this analysis lies in the fact that even a thin 
dielectric sheet (5mil in Figure 2) has a significant effect on 
the performance. 
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Wednesday P.M. 1330 - 1630 
MAN-HADE RADIO NOISE AND INTERFERENCE 

Chairman: George Hagn, Stanford Research Inst'itue, Washington D.C. 

1. LARGE AMPLITUDE ULF ELECTROMAGNETIC FIELDS FROM BART: A.C. Fraser-Smith 
and D.B. Coates, Radioscience Laboratory, Stanford Electronics Laboratories, 
Stanford University, Stanford, California 94305 

Starting in 1973, persistent large-amplitude magnetic 
signals began to be observed in recordings of ultra-low-frequency 
(ULF; frequencies less than 5 Hz) geomagnetic field fluctuations 
made on the Stanford campus. The energy of these ULF signals is 
concentrated predominantly at frequencies below about 0.3 Hz and 
the signals are observed with greatest amplitude during daylight 
hours (although they occur continuously throughout the 20 hr. 
interval 0500-0100 LT). With the exception of a few weeks before 
Christmas, when they are also observed on Saturday, the signals 
appear only on weekdays. The amplitude of these obviously man­
made signals has increased since 1973 and has now reached a level 
at Stanford that is about ten times greater than the normal nat­
ural background level of geomagnetic activity, i.e., it is com­
parable to the level observed during great geomagnetic storms. 
ULF magnetic field measurements at additional locations away 
from the Stanford campus have enabled us to identify the San 
Francisco Bay Area Rapid Transit (BART) system as the source of 
these magnetic fields. Power for the BART trains is provided 
by a 1000 V DC third rail and it appears that the entire system 
constitutes a large ULF "antenna." Similar systems planned or 
already in operation in other parts of the U.S. (e.g., the 
Washington, D.C., Metro) will probably also produce similar 
large-amplitude ULF electromagnetic fields. 

2. SPECTRAL PROPERTIES OF MAN-MADE RADIO NOISE: W.R. Vincent, EMTEL 
Division, DEVELCO, INC., Sunnyvale, CA 94086 

Man-made radio noise in the HF, VHF, and UHF parts of the radio spectrum 
have been observed over a period of several years with a scanning 
receiver and a 3-axis CRT display. The 3-axis views (axis of frequency, 
time, and amplitude) of noise structure have been used to identify and 
classify several categories of man-made noise, and many 3-axis views have 
been associated with sources such as auto ignition noise, power-line noise, 
high power SCR radiation, industrial machines and processes, rapid transit 
systems and natural atmospheric noise. Most noise signatures have been 
found to be relatively narrow in spectral bandwidth, suggesting that 
wide bandwidth models for man-made noise apply only to limited situations. 

3. ON PARAMETERS AND STANDARDS FOR ELECTROMAGNETIC INTERFERENCE MEASUREMENTS: 
C.P. Tou, Department of Electrical Engineering, Nova Scotia Technical 
College, Halifax, Nova Scotia, Canada 
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The control of electromagnetic interference (EMI) and 
the achievement of electromagnetic compatibility (EMC) cannot 
be successful without establishing adequate interference speci­
fication limits and practical data base for predicting the per­
formance of communication systems. Again, meaningful specifica­
tion limits and data base cannot be established unless measurement 
parameters, measurement methods, and instrumentation for the 
measurement are standardized. However, EMI occurs in various 
forms which are generally difficult to specify and measure. It 
has been a very difficult area to achieve standardizatio~ due to 
these technical considerations and due to different concerns of 
many interest groups. 

The measurement of EMI may be carried out using one of the 
following approaches: (a) frequency domain, (b) time domain, or 
(c) amplitude domain, depending on the nature of the interference. 
Which parameters of EMI should be measured, i.e. peak value, 
quasi-peak value, average value, rms value, or amplitude probability 
distribution (APD), depends upon the objectives of the measurement 
and the characteristics of the interference. Different objectives 
require measurement of different parameters. 

This paper deals with the rationale of establishing inter­
ference specification limits and parameters for measurements 
based on the results of a study of EMI problems carried out for 
the Department of Communications of Canada. In this study it has 
been shown that radio standards and specification limits for in­
tentional emitters should be set based on frequency segment, type 
of modulation, type of service, background noise level, and tech­
nical considerations. On the other hand, specification limits for 
incidental emissions should be set based on frequency segment, type 
of noise, and technical considerations,tbut not on types of devices 
or systems. 

It is believed that the results of the study should be of 
interest to those involved in the control of interference environ­
ments, in EMC work, and in the writing of standards for the measure­
ment of electromagnetic interference. 

4. STANDARD METHODS OF MEASUREMENT FOR IMPULSIVE RADIO NOISE; Neal H. 
Shepherd, Mobile Radio Products Department, General Electric Company, 
Lynchburg, Virginia 

The peak method was the first developed for the measurement of 
impulsive radio noise. Although the peak method remains as a 
standard for a number of trade and governmental organizations, 
others believe that the impulse rate of noise has a significant 
influence on interference and should be included as part of noise 
measurement standards. 

The quasi-peak method of measurement was thus developed based on 
subjective approach to the development of RC time constant circuits. 
At least five standard meter responses have been developed as the 
result of experiments operating independently. 
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In spite of claims by proponents of both the peak and quasi-peak 
methods of measuring impulsive noise, most communicators recognized 
a need for an improved method. The noise amplitude distribution 
(NAD) was developed as the first improved method for determining 
degradation of receiver performance. 

This paper describes a standard, prepared by the lEC, for the 
measurement of impulsive noise immunity and the NAD overlay method 
for determining degradation of performance of receivers due to 
impulsive type noise. 

5. DEGRADING EFFECTS OF IGNITION NOISE: Jules Deitz, Federal Communications 
Commission 

In recent years, some attention has been directed to 
the degrading effects of automotive ignition radiation on the 
reception of land mobile signals. Other radio services are 
also susceptible. However, quality of reception in the land 
mobile service is particularly susceptible to this source of 
degradation because mobile units are often in close proximity 
to groups of motor vehicles. 

The adequacy of the present automobile industry volun­
tary standards for suppression of ignition radiation has been 
examined and the results have been widely circulated for com­
ment. See FCC Docket No. 20654. 

There appears to be several viewpoints and some of them 
have generated specific issues: 

1. The automobile industry appears to feel secure in 
their view that the SAE J551 (d) voluntary standard is ade­
quate to "minimize serious interference to radio communications". 
This gives rise to several questions such as (a) What does 
"minimize ll mean? (b) What does "serious" mean? What is the 
significance of the interference caused by a single vehicle in 
judging the cumulative effect of many vehicles as is commonly 
experienced in real life traffic patterns? 

2. Since considerable degradation is found in real 
life situations, why? (a) Is it because vehicle owners rip 
out the suppression fixes built in at the factory? (b) If 
the fixes are ripped out, why are they ripped out? 

3. If, like motherhood, improvement in ignition ra­
diation suppression is certainly worthwhile, why then the im­
pas~? (a) Is it because the automotive industry cannot agree 
that there is a need? (b) Or is it because there is a dearth 
of ideas on how to do better? (c) Or is it all a matter 6f 
cost feasibility? 
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These are key questions that need answers if a true 
understanding is ever to come to pass. There is no need to 
go into the history of SAE and CISPR. All the past is well 
documented and shows substantial effort over a long period 
of time. However, conditions keep changing and the time for 
reevaluation is now. Today, there are many millions of sus­
ceptible mobile receivers - not thousands. 

Apparently there is not yet universal acceptance that 
the paramount question is: Who can do a better job in the 
suppression of ignition radiation, keeping in mind cost feasi­
bility? In order to assist in legitimizing this question there 
is a current effort to further investigate item 2(a), above. 
The results of this effort will be reported at the Symposium 
in June. The comments submitted in Docket 20654 will also be 
reviewed. 

6. TELEVISION RECEIVER SUSCEPTIBILITY TO BROADBAND NOISE: John A. Malack, 
IBM Corporation, Endicott, NY 13760 

Television receivers are designed to respond to intelligence bearing 
rf signals of specified characteristics and levels to provide for satis­
factory viewing. Incidental to the desired signals, there may also be 
noise signals present to subjectively compromise the quality of the received 
picture. 

This paper discusses the interference relationship in the video response 
of commercial TV receivers due to periodic broadband noise of various 
pulse repetition rates for a FCC Grade A TV signal. TV broadband suscep­
tibility levels are presented for the VHF TV service in terms of peak and 
CISPR quasi-peak detector instrumentations. The basic effects of background 
lighting, observer viewing distance, and type of receiver (c·olor or black 
and white) are also presented. 

The results may be used to derive TV protection ratios for broadband noise 
in the development of radiated noise limits to protect the TV service. 
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Wednesday P.M. 1330 - 1630 
CLEAR-AIR DOPPLER RADAR STUDIES OF THE TROPOSPHERE AND STRATOSPHERE 

Chairman: Dr. Thomas E. VanZandt, Aeronomy Laboratory, NOAA, Boulder, Colo. 

1. TROPOPAUSE MEASUREMENTS USING FORWARD-SCATTER CW RADAR: W.P. Birkemeier 
and K.S. Gage*, University of Wisconsin, Madison, WI 63706 
*Present affiliation: NOAA/ERL, Aeronomy Laboratory, Boulder, CO 80302 

The results of a high altitude probing experiment are presented 
which demonstrate the capability of measuring atmospheric stability 
at tropopause altitudes using a 1 GHz bistatic CW radar system. 
Vertical profiles of the potential temperature gradient measured by 
radiosondes launched under the common volume of the radar systems 
are well correlated with profiles of received power from radar data 
taken nearly simultaneously. The tropopause can be located within 
a few hundred meters and its stability structure can be observed as 
it evolves. 

2. MEASUREMENTS OF STRATOSPHERIC DYNAMICS: 
D. A. Fleisch and W. E. Gordon, Rice University, Houston, TX 77001 

Doppler radar wind measurements over the Jicamarca Radio Observatory are 
interpreted as the three vector components of the stratospheric wind and 
its fluctuations. Observations are available for a continuous 48-hour 
period in early January 1977 for the 12-39 kilometer altitude range.' 
The data have resolutions of 3 km in height, 1/4 second in time, and better 
than 20 em/sec in line-of-sight speed. The vector components are derived 
from three beams: one is pointed in the vertical, the others are pointed 
_ 3.5 degrees off-vertical in the west and south directions. The paper 
discusses the observed wind profiles, mixing parameters, and the scattering 
mechanism. 

3. ATMOSPHERIC ECHOES BETWEEN 30 AND 60 KM WITH THE JICAMARCA RADAR: 
B.B. Balsley, NOAA, Boulder, CO 80302, D. T. Farley and C. LaHoze 
Cornell University, Ithaca, NY 14853, and R. F. Woodman, Max Planck, 
Institute for Aeronomy, Lindau, German Federal Republic 

The 30-60 km height range of the tropical atmosphere has been shown 
to be all but inaccessible to high powered, ultrasensitive radar 
systems (Woodman and Guillen, 1974) [1]. The present contribution 
examines this region with somewhat more sensitive techniques in an 
attempt to better delineate the boundaries of inaccessibility. 

[1] R. F. Woodman and A. Guillen, J. Atmos. Sci. 31, 2, 493-505, 
March 1974. 
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4. STRATOSPHERIC INVESTIGATIONS AT ARECIBO, PUERTO RICO: B.B. Balsley, 
NOAA/ERL, Aeronomy Laboratory, Boulder, CO 80302, D. T. Farley, 
Cornell University, Ithaca, NY 14853, and R. M. Harper, Arecibo 
Observatory, PR 00612 

The high powered radar at the Arecibo Radio Observatory has been 
used in recent months to examine clear air echoes in the strato­
sphere. Spectral data from these experiments are discussed in 
detail. Advantages and limitations' of the Arecibo radar as a tool 
for examining the lower atmosphere are outlined and the potential 
for future studies is discussed. 

5. APPLICATION OF THE CHATANIKA RADAR FOR ARCTIC WIND MEASUREMENTS: 
N. Cianos and M. Baron, Stanford Research Institute, Menlo Park, 
CA 94025, B. B. Balsley, NOAA/ERL, Aeronomy Laboratory, Boulder, 
CO 80302, and D. T. Farley, Cornell University, Ithaca, NY 14853 

Results of a recent series of experiments at the Chatanika, Alaska, 
radar facility show that the radar has great promise as a tool for 
investigating neutral atmosphere dynamics in the height range 2-25 
km. Excellent agreement is obtained between radar-derived wind 
profiles and concurrent profiles obtained by conventional rawin­
sonde techniques. Additional data indicate that the radar can also 
measure vertical winds, turbulence parameters, and neutral atmos­
pheric structure on scales of a few km. 

6. SOUNDING OF THE LOWER ATMOSPHERE WITH A PORTABLE, 50 MHz, COHERENT 
RADAR: W. L. Ecklund and D. A. Carter, NOAA, Boulder, CO 80302 

During October 1976 a portable 50 MHz Doppler radar system was 
temporarily installed at Poker Flat, Alaska. One purpose of this 
installation was to test the feasibility of using a portable radar 
to observe refractive index fluctuations in the troposphere and 
lower stratosphere. The Poker Flat radar used a simple, inexpen­
sive 5000 m2 array of 640 coaxial-collinear dipoles. In this 
experiment the antenna beam was fixed at 143° azimuth and 6~ ele­
vation. The half-power beamwidth was 2° in azimuth and 4° in ele­
vation. The portable transmitter had a peak pulse power of 15 kW 
and was used to generate 5 or 10 ~s pulses at repetition rates of 
2 to 8 kHz. An on-line minicomputer was used to coherently inte­
grate the returned signals and to perform the spectral analysis 
and spectral averaging. Even though the system sensitivity was 
degraded rather severely by suspected narrow-band interference 
during the experimental period, observations could usually be made 
to 8 km altitude using 5 ~s pulses. On several days wind data 
were obtained from balloons launched at Poker Flat, and a compari­
son with concurrent velocities derived from the 50 MHz radar shows 
good agreement. 
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7. SPATIAL AND TEMPORAL VARIATIONS OF REFLECTIVITY MEASURED BY THE SUNSET 
RADAR: J. L. Green, T. E. VanZandt, J. M. Harnock, and W. 1. Clark, 
NOAA, Boulder, CO 80302 

The Sunset VHF Radar, located near Boulder, Colorado is a large 
Doppler radar that is used to study winds, waves and turbulence 
in the clear air of the troposphere and lower stratosphere. 
Variations of radar reflectivity have been observed with height 
resolutions as small as 150 m and time resolutions as low as 2 
seconds. Variations of reflectivity at a fixed height as large as 
a factor of four in three minutes or a factor of 25 in five hours 
have been observed. The spatial and temporal structure of the 
reflectivity and its implications for turbulent structure will be 
discussed. 

8. COMPARISON OF CALCULATED A~D OBSERVED CLEAR AIR ATMOSPHERIC REFLECTIVITY: 
K. S. Gage, NOAA/ERL., Aeronomy Laboratory, Boulder, CO 80302 

A theory has been developed to related clear air reflectivity (or 
alternatively, Cn

2) to measurable mean atmospheric fields of humi­
dity, temperature and wind. This theory builds upon the work of 
Tatarski and takes into account the effect of the intermittent 
layered structure of small-scale inertial subrange turbulence in 
the stably stratified atmosphere. Wind gradients are used to eval­
uate the probability of a layer being turbulent (or alternatively, 
the fraction of a volume of the atmosphere which is turbulent). 
Vertical profiles of Cn2 calculated according to the theory using 
ordinary rawinsonde data are in good agreement with nearly simul­
taneous radar observations. Comparisons will be presented utiliz­
ing the 40 MHz Sunset Radar near Boulder, Colorado, the 1295 MHz 
Chatanika Radar, and a portable 50 MHz radar, both near Fairbanks, 
Alaska. 

Since the modified theory successfully predicts the magnitude of 
Cn2 and its height variation for these radars, it is concluded that 
the stably stratified atmosphere is intermittently turbulent and 
that turbulent regions do satisfy the Kolmogoroff inertial sub range 
model at least over the length scales ranging from 1'0 centimeters 
to a few meters. These radars can therefore be used to study the 
structure and dynamics of atmospheric turbulence. 
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Wednesday P.M. 1330 - 1650 
RADIO OCEANOGRAPHY 

Chairman: K.R. Carver, Physical Science Lab., New Mexico State University 

1. MODULATION OF COHERENT MICROWAVE BACKSCATTER BY SHOALING WAVES: W. J. 
Plant, W. C. Keller, and J. W. Wright, Ocean Sciences Division, Naval 
Research Laboratory, Washington, D.C. 20375 

The orbital speed of long waves and the modulation of short, 
wind-generated waves by the long waves was obtained from the 
frequency and amplitude modulations, respectively, of the back­
scattered signal of a coherent, CW, 9.375 GHz radar operated from 
the end of a pier on the Outer Banks of North Carolina. Modula­
tions anomalously large compared to those predicted by the 
relaxation-time model (Keller and Wright, 1975) were observed in 
a restricted range of windspeeds near the shallow water wave 
speed. The model otherwise satisfactorily accounted for the 
measurements. The phase of the modulation places the maximum 
amplitude of the short waves near, and generally leeward of, the 
crests of the long waves for wind speeds up to 8 m sec-1 , the 
highest encountered in the experiment. 

2. RADIOMETRIC SIGNATURE OF OCEAN FOAM AT MICROWAVE FREQUENCIES: 
Lawrence A. Klein, Joint Institute for Advancement of Flight Sciences, 
The George Washington University, NASA Langley Research Center, Hampton, VA 

Experimental results are presented sh~wing the measured increase in brightness 
temperature which occurs when foam is generated ,n the surface ,f salt water 
soluti~ns. An increase in brightness temperature with increasing foam c,verage 
1s observed at C-, X-, and K-band micrnwave fre~uencies. The increase in 
temperature is more pr,nounced at h~rizontal polarization than at vertical. 
At 90% foam coverage, the X-band data show an increase in brightness temperature 
of approximately 150 K at a 10 degree viewing angle,as compared with the no 
foam case, and 60 K at a 60 degree viewing angle f,r vertical polarization. 
With the antenna horizontally polarized, the increase in brightness temperature 
is 160 K and 110 K for the corresponding conditions. These results indicate 
that foam has an emissivity of ab~ut 0.8 - 0.9. At 20% foam coverage, the 
increase in brightness temperature is 30 K at the 10 degree viewing angle and 
20 K at 60 degrees for vertical polarization. The horizontally polarized 
results show an increase of 60 K at 10 degrees and 40 K at 60 degrees vieWing 
angle. 

3. A MONTE CARLO SIMULATION OF OCEAN WAVE SENSING USING ·A SHORT PULSE RADAR: 
D. M. LeVine, Goddard Space Flight Center, L. D. Davisson, University of 
Maryland, and R. L. Kutz, Goddard Space Flight Center 

A Monte Carlo simulation has been developed for the scattering of short 
pulses from stochastic surfaces; and the simulation is currently being used 
to study the ocean wave sensing potential of a radar which scatters short 
pulses at small off-nadir angles. In the simulation a power spectrum for 
the surface heights is assumed to create a random surface and the signal 
scattered back to the radar is computed for each realization of the surface 
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using a physical optics analysis which takes wavefront curvature and finite 
radar-to-surface distance into account. It has been shown, using a Pierson­
Moskovitz spectrum), an observation which is supported by experiments. 
Analysis suggests that at small nadir angles, wave information is also 
contained in the spectrum of scattered power, and the simulation is being 
used to verify this hypothesis. 

4. REMOTE SENSING OF THO-SCALE OCEAN WAVE SYSTEMS USING A DUAL-FREQUENCY 
RADAR: D. L. Schuler, Naval Research Laboratory 

The modulation of 1.5 centimeter waves induced by 2 to 15 meter 
gravity waves has been observed using a coherent, dual-frequency 
X-band radar. This modulation appears as a narrow, Doppler-shifted, 
resonance peak in the product power spectrum of the backscattered 
returns. The dispersion relation (for both deep and shallow water) 
of the modulation pattern matches that of gravity waves. Modulation 
amplitude spectra have been experimentally obtained which, after 
sufficient averaging, closely resemble directional gravity wave 
spectra simultaneously obtained from capacitance wave probe and 
Sea Photo Analysis measurements. Stepped frequency modulation 
spectra have been completed in much shorter time periods. The 
presence of almost stationary sea/wind conditions for these rapidly 
acquired spectra reduces the necessity for averaging to a minimum. 
Strong modulations have been measured over a wide range of grazing 
angles and azimuth angles off of the wind direction. The radar is 
simultaneously able to measure gravity waves propagating upwind or 
downwind and is capable of measuring small surface currents super­
imposed on the gravity wave motion. 

Gravity-capillary wave interactions may be studied because of the 
radar's unique ability to measure the Doppler spectrum of both gravity 
and capillary waves from the same data. In fact, the maximum modulation 
peak/background ratios were obtained by selective filtering out the 
Doppler returns from all but the fastest scatterers. In our low angle 
studies, these fast scatterers corresponded to strained capillary waves 
bound near the gravity wave crests. Most features of the experimental 
data have been interpreted in terms of composite surface scattering 
theory and the straining of wind-generated waves. 

Preliminary results of studies using a dual-frequency, pulsed, L-band 
radar which senses longer waves through Bragg resonance with short-gravity 
waves will also be presented. 

5. SYNTHETIC APERTURE HF OBSERVATIONS OF FETCH-LIMITED 7 SECOND OCEAN WAVES: 
Calvin C. Teague, Center for Radar Astronomy, Stanford University 

During the first four months of 1976, an experiment was performed 
at Galveston, Texas, by workers from Stanford University and Scripps 
Institution of Oceanography in which the directional growth of 7-second 
ocean surface waves under fetch-limited conditions was measured with 
HF resonant scatter techniques. Most of the data were obtained just 
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after polar frontal passages, when the wind was offshore from the north, 
nearly perpendicular to the long, straight coastline which extends for 
several hundred kilometers. The growth of wave energy with distance 
was nearly exponential over about 2.5 orders of magnitude, with observed 
rates of 0.9%/ocean wavelength (0.50 dB/km) and 1.3%/ocean wavelength 
(0.73 dB/km) for wind speeds of roughly 9 and 12 mis, respectively. 
The growth rate was independent of wave propagation direction out to 
±45° from the wind, provided that the distance measure was' taken as 
the projection of the distance the ocean waves had traveled on the 
direction of the wind. Some evidence of overshoot, by a factor of 3, 
was seen on one occasion. Evidence was also seen of damping mf 
previously-existing waves by a newly-opposing wind immediately fol­
lowing a frontal passaqe, and of the growth with distance of waves 
traveling in opposition to a steady wind. 

6. THE THIRD ORDER HYDRODYNM~IC CONTRIBUTION TO THE HF RADAR SEA-ECHO 
DOPPLER SPECTRUM: B. J. Lipa, Center for Radar Astronomy and D. E. 
Barrick, NOAA/ERL, Wave Propagation Laboratory 

Expressions have been published relating the average HF radar 
sea-echo Doppler spectrum to the ocean wave-height directional 
spectrum. Based upon these equations, techniques have been 
developed for inverting the second-order integral equation for 
the Doppler continuum, normalized to the discrete first-order 
Doppler peaks. These inversion techniques, \;hich provide many 
important features of the waveheight directional spectrum, are 
undergoing both theoretical and experimental evaluation. 
Critical to the success of these techniques is the assumption 
that third-order sea echo is negligible in the regions of the 
Doppler spectrum used in the inversion process. 

To test this assumption, a theoretical expression was derived 
for the hydrodynamic contribution to the continuous third-order 
Doppler spectrwn. Preliminary sea-echo predictions were obtained 
by using a colinear, unidirectional Phillips model for the ocean 
spectrum. These results show that the third-order sea echo can 
dominate the second-order portion for higher sea states and/or 
radar frequencies (il in the region near the carrier frequency, 
(ii) in the gap between the second-order and first-order spectral 
peaks, and (iii) for large values of Doppler shift. Hence caution 
should be used in applying second-order inversion to these portions 
of the sea-echo Doppler spectrum. 

7. USE OF THREE AND FOUR-ELEMENT DIRECTION-FINDING ANTENNA ARRAYS IN 
COASTAL HF RADAR OCEANOGRAPHY: B. L. Weber and D. E. Barrick, NOAA/ERL 
Wave Propagation Laboratory 

A unique HF receiving antenna system has been devised and tested 
which can determine the azimuthal direction of arrival of sea 
echo with only a small number of closely spaced clements. 
Implicit in the operation of this "direction-finding" system 
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is the assumption that sea echo having the same Doppler shift 
will not originate from a large number of different angles. In 
particular, we have employed (i) a three-clement colinear array 
with 1./4 spacing which can resolve two signals (amid noise) from 
180°, and (ii) a four-element square array which can resolve 
two signals (amid noise) unambiguously from 360°. These arrays 
have been used to relate first-order sea echo to underlying 
surface currents and map t"ese currents in coastal waters. 

Closed-form solutions are presented for the two signal ampli­
tudes, phases, and directions of arrival as determined from the 
complex voltages measured simultaneously at each of the three 
(and four) receiving antennas. Simulations of angular extrac­
tion accuracy show that for sea echo, this accuracy depends 
upon the actual signal direction of arrival (with respect to the 
array orientation) and to the signal-to-noise ratio. Finally 
results of actual radar operations indicate that azimuthal 
angular errors are typically less than 2°. 

8. MAPPING NEAR-SURFACE COASTAL CURRENTS WITH A TRANSPORTABLE HF RADAR 
SYSTEM: D.E. Barrick and M. W. Evans, NOAA/ERL/Wave Propagation 
Laboratory 

A low-powered coastal HF radar system consisting of two auto­
transportable units separated by -40 km has been constructed 
and successfully demonstrated for real-time measurement of 
near-surface ocean currents. Operating at _25 I-U-Iz, the concept 
employs the first-order sea-echo Doppler spectrum backscattered 
from 6 m long ocean waves. By knowing the expected Doppler 
shift produced by waves of this length, any additional shift is 
directly attributable to underlying currents transporting the 
waves. Thus the Doppler shift is directly related to the 
current velocity raJiaI to the radar from the scattering patch. 
The range to the scattering patch is JctermincJ hy t.imc-gating 
the echo signal; its azimuthal angle of arrival is ascertained 
over 180° of space by employing three simple colinear receiving 
antennas 1/4 -wavelength apart. 

Examples are shown of radar-deduced current maps produced 
on-site after 15 minutes of radar operation. 40mplete current 
vectors are shown (as obtained from two-site data) at a grid 
of points 3x3 km apart, to a distance -70 km from shore. 
Signal thresholding and temporal averaging are used to eliminate 
much of the error due to noise, second-order scatter, and sea­
echo random fluctuation; spatial averaging or filtering is not 
employed, however, meaning that each grid-point vector is an 
independent observation. Integration of the hydrodynamic 
equation of continuity improves the accuracy in regions where 
signal resolution is poor. This remote-sensing system shows 
considerable promise as a research and/or operational tool 
in coastal physical ocenography. 
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9. A ONE DIMENSIONAL COMPOSITE SURFACE DESIGNED TO SIMULATE OCEAN 
SCATTERING: W. H. Peake and H. H. Porter, ElectroScience Laboratory, 
The Ohio State University 

In order to design and test microwave systems where the antenna is near 
the ocean surface, it is often desirable to make model measurements. 
However, direct modelling of the ocean is impractical, and in-situ 
measurements expensive and hard to control. This paper describes an 
inexpensive one dimensional (cylindrical) surface of commercial corrugated 
roofing designed to simulate ocean backscatter according to .the composite 
model. Backscatter at large angles of incidence (the Bragg component) is 
generated by a small scale trapezoidal profile of 20 cm wavelength which 
gives 5 Bragg angles at 3 GHz. Backscatter near normal incidence (the 
specular component) is generated by forming the profile into a large 
scale sine wave of 125 cm wavelength and 100 rms slope. 

The backscattering from this doubly periodic cylindrical surface, when 
illuminated by a conical beam antenna, was calculated by physical optics 
(specular component) by perturbation theory (Bragg component) and by a 
modified moment method (both components). The dependence of the cal­
culated backscatter on incidence angle, polarization and frequency was 
found to be in good agreement with measurements. 
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Wednesday P.M. 1330 - 1630 
IONOSPHERIC MAPPING I 

Chairman: C. Rush, Air Force Geophysics Laboratory, Bedford, Mass. 

1. FOUR DIMENSIONAL IONOSPHERE MODEL: T. W. Flattery and G. R. Davenport, 
U. S. A. F. 

The Air Weather Service has developed a model of the ionosphere for 
operational purposes which is capable of ingesting all available current 
and proposed ionospheric data sources. This mathematical representation 
of the ionosphere specifies plasma frequency as a function of latitude, 
longitude, altitude, and time, using a spectral analysis technique. 
Four empirical orthogonal functions based upon incoherent backscatter 
radar observations from Millstone Hill, Massachusetts, represent plasma 
frequency profiles from 95 to 2000 km. Electron density profiles, foF2, 
height of the maximum electron density, total electron content, or any 
other useful parameter of interest, can be readily extracted from the 
array of expansion coefficients generated by the model. Some insight 
into the development of the model and some results of testing against 
extreme input data sets are discussed. 

2. A HIGH LATITUDE EMPIRICAL MODEL OF SCINTILLATION EXCURSIONS - PHASE I: 
Jo Aarons, Air Force Geophysics Laboratory, Hanscom AFB, and Eo Martin, 
Emmanuel Colle&e 

Using observations of scintillations of VHF beacons from synchronous 
satellites, a high latitude model of scintillation excursions is being 
developed. Several years of continuous records of ATS-3 amplitude re­
cordings taken at Narssarssuaq, Greenland, Goose Bay, Labrador, and 
Sagamore Hill, Massa~husetts, were reduced. This data base consists 
of values of l5-min. scintillation excursions in dB at 137 MHz. Equa­
tions were developed which yield scintillations at this frequency as a 
function of local time, magnetic index, solar flux, and month of the 
year. The concept is, given solar flux and magnetic index, to predict 
at sub-auroral and auroral latitudes scintillation excursion. The 
equations developed have been checked with one additional set of ob­
servations and are being checked with other data. 

The frequency dependence conversion and geometrical corrections are 
being developed and will form Phase II of the model. Frequency de­
pendence problems include utilizing strong and weakly scattered data; 
geometrical problems include determination of elongation properties 
of the high latitude ionosphere as well as height and thickness para­
meters. 

101 

,iii 



Commission G - Session I 

3. ADAPTIVE MODELING OF IONOSPHERIC EFFECTS OVER THE FIELD OF VIEW OF RADAR 
AND NAVIGATION SYSTEMS USING TRANSIT SATELLITE MEASUREMENTS: R.S. Allen, 
Air Force Geophysics Laboratory, Hanscom AFB, D.D. DuLong, Regis College, 
G.K. Hartmann, Insitut fur Aeronomie, Lindau/Hartz FRG, and R. Leitinger, 
University of Graz, Austria 

Precision UHF navigation and radar systems require correction for errors 
caused by the ionosphere. A first order correction over the entire field 
of view may be realized by using maps of the monthly median of the pertinent 
ionospheric effects. These maps can be calculated off line using model 
algorithms based on available climatologies of the ionosphere. They are 
capable of providing a residual error of about 20 to 25 percent of the 
monthly median effect. 

A further reduction by a factor 3 to 10 may be obtained by adapting and 
correcting the median prediction of the ionospheric effect using real time 
local measurements, in this case total electron content along the slant 
path to TRANSIT (Navy Navigation Satellite System). 

A study of sequential TRANSIT passes demonstrates that the effects from 
the mid-latitude electron density trough, and some large local features 
persist for several hours. The error of prediction using the adapted 
maps during the time between TRANSIT passes is reduced by a significant 
factor. 

For UHF systems this technique appears capable of reducing the monthly 
r.m.s. error to below 50 feet. 

4. SOME UNUSUAL CHARACTERISTICS OF THE FZ LAYER TOPSIDE MORPHOLOGY SUGGESTED 
BY THE ATS6 BEACON MEASUREMENTS: D.B. Odom, A.H. Katz and T.I.S. Boak,III, 
Raytheon Company 

A comparison is made between the ATS6 radio beacon 
electron content measurements and a three-dimensional 
model which describes the morphology of the top and 
bottom-sides of the median ionosphere. Earlier com­
parisons of the observed and predicted characteristics 
of the median ionosphere showed an agreement between 
the model predictions and the observations of the 
height and density of the F2 layer maximum as well as 
the F2 layer bottomside scale height. These compari­
sons indicated, however, that the predicted values of 
total electron were systematically low. The rationale 
most often advanced for this discrepancy was that the 
"shape factor" used to model the topside of the iono­
sphere was in error. To test this hypothesis, a 
comparison with the shape factor obtained from the 
ATS6 data was made. The observed shape factor was 
accurately predicted by the model for the three months 
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of data which were analyzed. However, a comparison 
between the predicted and observed values of total 
electron content for this period again showed the 
predicted values to be low. The unusual character­
istics of the F2 layer topside morphology which are 
suggested by this comparison with the ATS6 data are 
described. 

5. EXPERIMENTAL EVALUATION OF ADAPTIVE IONOSPHERIC RANGE ERROR CORRECTION 
IN HIGH ACCURACY RADARS: D.D. Dulong, Regis College, R.S. Allen, 
Air Force Geophysics Laboratory, Hanscom Air Force Base, M.D. Grossi 
and A. H. Katz, Raytheon Company 

An experimental evaluation has recently been performed of a novel 
procedure, developed by the authors, for the correction of radar 
range errors introduced by the ionosphere. This is a real-time ada£ 
tive scheme based on the combination of dispersive dual-frequency 
radar range measurements on available targets and of an ionospheric 
model constructed with climatological data and updated en a monthly 
basis. The data are from a precision L-band radar which operated from 
Spring 1976 to Spring 1977. The experimental verification has consis­
ted of the following steps: a) updating the stored ionospheric model 
by means of dual-frequency range measurements performed on a target of 
opportunity at a certain time and in a certain direction; b) performing 
identical measurements on another target, at a later time and in anoth­
er direction; c) Obtain the true range for this second target by sub­
tracting from the apparent range the ionospheric error determined with 
the double-frequency approach; d) Obtain the true range by subtracting 
from the apparent range the ionospheric error estimated from the model 
after updating of Step 1 ; e) Compare the two values of true range. 
This experimental verification has shown that the method is effective in 
terms of reduction of the ionospheric range errors down to a few meters 
( in conditions of low solar flare activity) and is advantageous inasmuch 
as it minimizes the utilization of the radar resources for this scope. 

6. CORRELATION DISTANCE OF MEAN DAYTIME TOTAL ELECTRON CONTENT: J.A. 
Klobuchar, Air Force Geophysics Laboratory, Hanscom AFB, J. Johanson, 
Emmanuel College 

Using data from several northern latitude, western hemisphere stations the 
correlation coefficient, r, of local daytime, 10-16 hrs, mean TEC values 
taken near solar maximum, was compared for pairs of stations to determine 
the useful correlation distance. The winter season gives the highest values 
of r, while spring equinox values are generally lowest. For stations at 
nearly the same longitude, the latitude correlation distance, here defined 
as the station spacing where r=0.7, is approximately 2000 km. Northern 
mid-latitude stations within 100 of the same geomagnetic latitude exhibit 
a longitude correlation distance of approximately 3000-4000 km., and up to 
5000 km. in the winter season. Values of r for mean nighttime hours are 
generally much lower. The larger winter correlation distance is probably 
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due to predominant solar EUV control; whereas, the lower values in the 
other seasons are likely due to loss dominated processes controlled by the 
neutral wind, having a scale size of a few thousand kilometers. These 
results agree well with previous studies of the correlation distance of 
fOF2, and have applications in the required spacing of TEC monitoring 
stations for ionospheric time delay corrections for satellite ranging 
systems. 
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Thursday A.M. 0900 - 1155 
EM THEORY 

Chairman: R.E. Kleinman, University of Delaware, Newark, Delaware 

1. ON DIFFRACTION SYNTHESIS OF DUAL REFLECTOR ANTENNAS: S. W. Lee*, R. 
Mittra*, V. Galindo-Israel** 
*University of Illinois at Urbana, Consultants to JPL 
**JPL, Pasadena, CA 

In this paper we review and critically analyze a number 
of current approaches and introduce some new concepts for 
the diffraction synthesis of dual reflector antennas. The 
diffraction syntheses, it should be noted, often utilize geom­
etrical optics synthesis (e. g., V. Galindo, U. C. Berkeley 
Electronics Rsch Lab Rept 64-22, 1964) as an 'initial' condition. 
The variety of available approaches may be classified under 
three general headings: (a) Field Matching Approach as 
introduced by Potter (Trans AP - No.6, 1967); (b) Forward 
Scattering Method as developed by Daveau (Review Technique 
Thomson CSF, 1970); (c) Field Correlation Method as investi­
gated by Wood (Electronics Letters, No. II, 1970) and others. 
Potter's method, which is based essentially on an inverse 
scattering approach, requires infinite flexibility in the choice of 
the feed horn pattern and provides an analytical solution for the 
shape of the subreflector when the main reflector is a parabola. 
We first extend his approach for the more practical situation 
where the horn pattern is a priori specified and the objective is 
to derive an optimal design of the subreflector shape. Next, we 
turn to Daveau's method, which in contrast to that of Potter's 
'inverse' approach, employs a linearized perturbation-iteration 
technique to successively solve for the subreflector and main 
reflector shapes. In this paper we extend Daveau's method by 
introducing a technique for Simultaneously determining the dual 
shapes either by an extension of the inverse method a: la' Potter or 
the forward method a: la Daveau. In both methods we introduce 
the diffraction synthesis for feeds displaced from the nominal 
focus. In the last part of the paper we employ the reciprocity 
principle to derive Wood's field correlation integral in a more 
complete and exact form and examine precisely the approxima­
tions involved in this formula for the efficiency of a dual reflec­
tor antenna. New versions of the correlation formulas are 
derived which can be used efficiently to account for subreflector 
blockage. The relationship between the correlation and more 
direct diffraction syntheses methods is examined. 
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2. APPLICATION OF THE UNIFO~~ GTD TO THE DIFFRACTION AT EDGES ILLUMINATED 
BY TRANSITION REGION FIELDS: R. Tiberio*, R. G. Kouyoumjian** 
*University of Florence 
**Ohio State, University, Columbus 

In applying the unifonn Gl'D, the interaction between a pair of 
nearby edges usually can be handled in a straightforward rranner. 
However, if the point of diffraction on one edge lies on the shadCM 
boundary of the other, the problem is ccnplicated, because the 
field incident on the former edge has a rapid spatial variation and 
in addition it is not a ray-optical field. Although the former dif­
ficulty can be handled by introducing slope diffraction, the latter 
remains. 

Recently there has been considerable interest in this type of 
problem [1,2]. The exanq:lle studied consists of a pair of staggered, 
parallel half-planes illuminated so the second edge lies on the 
boundary of the first. It has been mentioned [2] that this exanq:lle 
has not yet been successfully treated by the unifonn Gl'D and its 
slope diffraction rrodification. In this paper it is shown that the 
shadCM·boundary field of the first edge can be decomposed into 
cylindrical waves whose diffraction can be determined by the uni­
fonn Gl'D. superposition is then used to obtain a solution whose 
first two tenns are in agreement with the correct asymptotic result. 
This procedure is also errq:>loyed to treat the corresponding problem 
in the case of a thick edge; sane interesting differences in the 
analysis arise in this case. 

1. S. W. Lee and J. Boersma, J. Math. Phys., vol. 16, pp. 1746-
1764, 1975. 

2. Y. Rahmat-Samii, 1976 AP-S International Syrrposium, University 
of Massachusetts at Amherst. 

3. ON THE DIFFRACTION OF EDGE EXCITED SURFACE RAYS: P.H. Pathak, R. G. 
Kouyoumj ian , Ohio State University, Columbus 

The excitation of surface rays by an edge in a two dimensional 
convex surface which is illuminated by an electric or magnetic line 
source is investigated in this paper. An asymptotic high frequency 
approximation for the edge, and edge excited surface diffracted ray 
fields is determined from the GTD solutions to the canonical problems 
of the diffraction by a wedge, and the radiation from a line source 
on a smooth convex cyl inder. These ray field descri ptions fail within 
the transition regions adjacent to the boundaries which are tangent to 
the convex surface. Thus, a uniform asymptotic result which remains 
val id within these transition regions is introduced, and outside the 
transition regions this result reduces to the edge and edge excited 
surface di ffracted ray fi el ds on the 1 it an d shadow si des of the 
boundaries, respectively. Presently, this result is valid for a ray 
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incident on the edge which is not too close to grazing incidence on 
the convex surfaces. These results can be readily extended to treat 
the diffraction ?f an Elliot type mode excited on a curved impedance 
surfa:e patch WhlCh covers a perfectly conducting convex cylinder. 
Numerlc~l resu~ts are given for the diffraction by curved, perfectly 
conductl~g strlps and the diffraction of Elliot type modes on a 
cur~ed, lmpedance surface. These resul ts are compared with calcu­
la~lons based o~ the moment method solution. The generalization of 
~hlS method to lnclude a rapidly varying field incident on the edge 
ln the convex surface will be discussed. 

4. COMPARISON OF EDGE··INDUCED AND SURFACE-INDUCED REFLECTION BOUNDARIES: 
M. Rahnavard, W.V.T. Rusch, University of Southern California, Los Angeles. 

Conventional reflection boundaries are generated by truncating a reflecting 
surface so that the specular ray component abruptly ceases to exist beyond 
a certain point in space. Edge diffraction expressions which incorporate­
Fresnel integral transition functions in the vicinity of the reflection 
boundary can be used to characterize its features in terms of the geometric 
properties of the reflected wavefront. Of special interest is the gradient 
of the field magnitude at the boundary which provides an estimate of the 
diffracted energy in the shadow region. 

Reflection boundaries can also be created by reversing the curvature of 
the reflecting surface. In such cases the wavefront of the reflecte~field 
becomes essent~ally cubic, and the reflected field can be characterized 
by the Airy function. Practical examples of such surfaces are the Galindo­
Williams shapes for microwave antennas. A study has been carried out relat­
ing the characteristics of surface-induced reflection boundaries to the 
geometrical properties of the surface, and comparing these results to the 
more conventional edge-induced boundaries. 

5. POYNTING THEOREM FOR MOVING DISPERSIVE MEDIA: H. C. Ko, C. W. Chuang, 
Ohio State University, Columbus 

The law of energy conservation in the electrodynamics of rroving 
media is derived. The medium is assumed to be isotropic, hcm::Jge­
nous, lossless and frequency-dispersive in its own rest frame. It 
is shown that the total energy flux oonsists of two parts: the 
electrCXll3.gnetic flux represented by the poynting vector and the 
particle energy flux associated with the notion of the particles 
in the medium undergoing notion. The total energy flux is equal 
to the product of the total energy density and the group velocity. 
The direction of the energy flCM is shcMn to coincide with the di­
rection of the group velocity, but is distinct fran that of the 
Poynting vector.- The group velocity is sh=n to obey Einstein's 
velocity addition theorem rigorously. On the other hand, the 
energy velocity defined as the ratio of the Poynting vector and 
the energy density fails to obey the velocity addition theorem for 
rroving dispersive media. The Poynting theorem for rroving disper­
sive media is derived. The new formula disagrees with the result 
obtained by earlier investigators. The causes for the discrepancy 
are discussed. The result is applied to antenna radiation in 
rroving dispersive media. 
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6. A FORMULATIO~ FOR ELECT~OI1AGNETICS PROBLEMS USING DIRECT FIELD-SOURCE 
RELATIONS: D. F. Hans an" , P. E. Mayes** 
*Iowa State University) Ames 
**University of Illino:ts, Urbana 

At present the mast widely used farmulatians far electramagnetic 
field prablems require vectar and scalar patentials ta relate the 
fields ta the saurces. Althaugh direct field-saurce relatianships 
have been knawn previausly, they have nat been widely used in 
establishing integral equatians far electramagnetics. This paper 
presents a farmulatian far time- and frequency-damain electra­
magnetics scattering prablems based an a direct relatianship 
between the fields and saurces. It is shawn that if the fields 
and currents are treated as continuous linear functionals 
(Schwartz distributians), then daubts abaut interpretatian .of 
the differential and integral aperatars can be put aside. The 
formulation has been called "The Current Source-Function Technique" 
by .one of the authars (P.E.M.). The analytical pracedures required 
to salve the classical half-plane prablem by this technique are 
given. 

7. ANTENNA PATTERN INTERPOLATION: E. Mendelavicz, V. P. Cable, Califarnia 
State University, Narthridge 

Modern antenna characterization calls for measurements of patterns 
at many frequencies. The frequencies of interest can be strobed 
seque~tially as the antenna is measured in a particular plane. This 
approach is considerably improved over methods predating the 
microwave frequency synthesizer. nevertheless, when large numbers 
of frequencies are needed, this method still becomes tedious and 
slow. Tremendous amounts of data 'i1hich are often stored also cause 
problems. :f.lence, a reliable pattern interpolation technique vlOulc1 
be mast useful since it might .offer an acceptable trade-aff be~ween 

number .of data paints and pattern quality. Pattern interpalation 
has been tried previously 't'lithout much success; e.g., it is 
particularly difficult ta repraduce deep pattern nulls. 

This paper will shaw some new results an interpalating and extra­
palating electramagnetic radiatian patterns. One methad which is 
discussed is based on using a truncated Fourier series to reColstr~ct 
antenna patterns. This technique does nat appear ta be very 
promising ho't'lever, since it is impossible to know the number of 
terms needed to give an acceptable reconstruction. Too few data 
paints will lead ta lass of energy in the estimated pattern while 
taa many paints will eventually tax the numerical limits of the 
computing machine. An optimum interpolation technique for recon­
struction of bqndlimited periodic functions is discussed. This 
technique appears to be much less sensitive to the number of terms 
needed to represent the pattern. Other subaptimum techniques Which' 
are easy ta apply are evaluated based on this .optimum result. These 
results show rather conc~usively that improvements in efficiency 
of pattern ~easurements are possible. 
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8. A VECTOR DIAGRAM OF MAXWELL'S EQUATIONS: D. R. Wilton, University of 
Mississippi, University 

A vector diagram of Na"."e11' s time-harmonic equations can be 
obtained simply by regarding the vector operator II as a constant 
vector and examining the consequences thereof. If the medium is 
isotropic and there is no magnetic current, the diagram is essen­
tially two-dimensional. All the common relationships between 
fields, sources, and potentials such as Maxwell's equations, the 
continuity equations, the various representations of fields in 
terms of potentials and the Helmholtz equations are either explicit­
ly shown on the diagram or immediately obtainable by equating vector 
components. The arbitrariness of gauge conditions and the signifi­
cance of both the Lorentz and Coulomb gauges is readily apparent'_ l 
If an appropqa_Lf significance is attached to the "scalars" (11.11) 
and (II.V + k) , the various integral relationships are also obtained. 
While no essentially new relationships are obtainable from the diagram, 
it does display the familiar relationships in an interesting graphi­
cal representation and can serve as a convenient reference. The 
representation is justified by transforming Ma~,ell's equations 
using the three-dimensional Fourier transform. 
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Thursday A.M. 0900 - 1140 
MULTIPLE-ACCESS SATELLITE COMMUNICATIONS SYSTEMS 

Chairman: J. Aein, Institute for Defense Analyses 

1. ON CIRCUIT ALLOCATION FOR SATELLITE COMMUNICATION SYSTEMS: 
Bell Laboratories 

G. Gopinath, 

We consider the mathematical theory of optimal allocation of a limited 
number of satellite circuits to different user classes. Classes are 
distinguished by: 

a) request rate 
b) holding time 
c) bandwidth required 
d) rate charged 

Using a recently developed fully Markov model that assumes blocked 
circuit requests cleared we show for several canonical cases the structure 
of the optimal policy emphasizing the qualitative influence of a)-d) above. 
A cost weighted throughput criterion is used throughout. The optimal 
policy need not be myopic but has a state space characterization. We make 
com~arisons of the optimal policy with i) a free access policy and ii) a 
po11cy of complete apriori assignment of circuits to classes. Asymptotic 
effects are also explored. 

2. A PRIORITY-ORIENTED DEMAND-ASSIGNMENT (PODA) MULTIPLE-ACCESS PROTOCOL 
FOR BROADCAST PACKET SATELLITE COMMUNICATIONS: L. L. Lee, Linkabit 
Corporation 

A Priority-Oriented Demand-Assignment Protocol for Time-Division Multiple­
Access Broadcast Satellite Communications is presented. The satellite 
channel is dynamically divided into two sub channels with one for earth 
station reservations and the other for actual information transmission. 
The capacity of the information sub channel is assigned to the earth stations 
on a message basis according to the priority and the nature of the messages 
which are provided by the reservation requests. Messages with short 
acceptable delay or higher priority are given preferential treatment. The 
reservation requests are broadcast to all stations either through the 
reservation subchannel with the random multiple access technique of 
S-ALOHA, or by tagging the messages scheduled for transmission. The 
requests are then processed by all stations with an identical algorithm, 
thus achievin",distributed channel assignment. It is shown that the 
procedure can be used to support stream-type traffic as well as block-type 
traffic, thus integrating the traditional role of circuit switching into 
a message switched communication protocol. It is also shown that distributed 
channel as,signment performs well at normal channel error rates. Simulation 
results with hypothetical traffic statistics will be presented. 

3. ADAPTIVE DAMA: 
Inc. 

L. Schuchman and J. Spilker, Stanford Telecommunications, 

In this paper we discuss an extension of slotted Aloha in which each user 
transmits data in n continuous time intervals. When n=l the system reduces 
to slotted Aloha while at the other extreme (n going to infinity) we have 
TDMA. The system is designed so that in acquiring a time slot, one time 
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slot is randomly selected from all non-busy time slots. When a time slot 
is acquired without overlap, it is reserved, for the acquiring user, for 
the next n-l time frame. 

Analytic results are presented which show the relationships between channel 
efficiency, message arrival rates and n. 

The system concept of the "fair channel" is introduced. In this concept, 
the value of n is determined by the traffic so that when traffic is light 
n will be large, but when traffic increases the value of n will decrease. 
The paper also discusses options for implementing priorities. 

4. CLOSED LOOP STA-llILITY CO:lT)cOLS Ie; Rf.JlDO/.1 ACCESS SATCOM: M. Gerla, Univer­
sity of California ~t Los Angeles 

In the family of random access satellite channel schemes for packet 
communications the simplest and probably the most studied scheme is the 
slotted ALOHA (S-ALOHA) scheme. In the S-ALOHA scheme the channel is 
divided into time slots, where each slot can be used to transmit a full 
size packet. Slots are not preassigned to stations; rather, each station 
at the beginning of a slot may start transmission if it has a packet to send. 
A conflict occurrs when two or more stations transmit in the same slot. 
To recover from conflicts, the packet is retransmitted after a random time. 
In general, both new transmissions and retransmissions are scheduled after 
a random time, using probability gates peN) and peR) respectively. The 
"gate" is defined to be the probability of sending a packet in the next 
slot. 

It can be shown that S-ALOHA channels are intrinsically unstable. 
In fact, if transmission rates exceed some critical values, channel perform­
ance degrades and the channel is not operated cost-effectively. Once the 
system is driven into a degraded mode of operation, it will remain in such 
mode even if the peak traffic demands are removed. 

For the above reasons it is necessary to introduce channel control 
mechanisms which adaptively adjust the gate values to the changing traffic 
pattern and provide for system recovery from degraded modes. 

In this paper we present a novel approach to the control of S-ALOHA 
channels. The approach differs from previously proposed techniques in 
that: it is based on a closed loop control scheme; it does not require the 
capability of distinguishing between empty slots and collision slots; .and 
it is capable of adjusting to permanent changes in traffic pattern. 

SimUlation results are presented to compare the performance of the closed 
loop algorithm to previous control algorithms. 
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5. A PROCESSING SATELLITE FOR PACKET COMMUNICATIONS: R. S. Davies, Ford 
Aerospace and Communications Corporation 

The use of random packet transmissions (ALOHA) in a communication satellite 
is attractive because the need for network timing and control is virtually 
eliminated. However, the bandwidth utilization is low (less than 20%) and 
has led to the development of the slotted and reservation packet system 
concepts which do require timing and control at the user terminals. 

As an alternative, suppose we design a system where inefficient bandwidth 
utilization could be tolerated. Due to limited frequency spectrum avail­
ability such a system would almost certainly have to operate the K -band 
(20-30 GHz) or above, and employ frequency reuse by the satellite. a Freq­
uency reuse is accomplished with a multibeam satellite antenna. 

With many beams, it becomes desirable to demodulate the received data 
packets in the satellite and perform interbeam switching at baseband. An 
address word at the beginning of each packet would be decoded in the 
satellite to direct the packet to the desired downlink beam. If the down­
link transmitter is in use, the packet is placed in a buffer storage, and 
transmitted later. Thus packet collisions on the downlink may be avoided 
and the data rate reduced to improve bandwidth .utilization. 

Rain attenuation in the uplink might be overcome by the development of a 
transmitting tube capable of delivering several kilowatts of power for a 
short period of· time with low duty cycle. 

A lower frequency band can be used for the downlink to circumvent the rain 
attenuation probl~m since we reduced the bandwidth requirements. 

6. MUTUAL INTERFERENCE IN A SPREAD SPECTRUM MULTI-USER ENVIRONMENT: S.A. Musa, 
W. Wasylkiwskyj, Institute for Defense Analyses 

This paper considers the mutual interference problem 
of several users employing the same spread spectrum tech­
nique in selected multiple user environments. The spread 
spectrum techniques consist of pseudo noise (PN), time 
division multiple access/PN, synchronous and asynchronous 
frequency hopping (FH). The environment consists of a 
desired transmitter-receiver pair located in an area 
where there are M interfering users situated according to 
either a bell-shaped distribution from the receiver or 
uniformly distributed along the perimeter of the communi­
cations area. The sensitivity of the communications per­
formance (probability of bit error) of the desired link 
to the total number of interfering users which can be 
placed within the area is investigated for various para­
meters. The analysis shows that the mutual interference 
problem is less severe with users employing synchronous 
FH than with the other spread spectrum techniques. The 
comparison between asynchronous FH and PN is highly de­
pendent on the relative location of interferers to the 
desired link and the time duty factor of the ho.pping. 
The penalties associated with synchronous operation in 
dense environments are also discussed. 
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Thursday A.M. 0900 - 1155 
REMOTE SENSING 

Chairman: Dr. A. Funf, Center for Research Inc., Lawrence, Kansas 

1. INTERACTION OF ELECTROe~GNETIC AND ACOUSTIC WAVES IN A QUIESCENT 
ATMOSPHERE TO MEASURE TE'\PERATURE AND HORIZONTAL HINDS: M. S. Frankel, 
N. Bhatnagar, and A. 1'-1. Peterson, Center for Radar Astronomy, Stanford 
University 

The Radio ~coustic ~ounding ~ystem (RASS) has thus far been 
used to remotely measure atmospheric temperature proffles. The 
basic concept behind RASS consists of Doppler tracking a high­
intensity acoustic pulse with an RF (electromagnetic) radar. 
Measurement of the acoustic pulse propagation speed gives tempera­
ture as a function of altitude. 

For acoustic pulses with carrier frequencies below a few kilo­
hertz propagating (under typical atmospheric conditions) to altitudes 
of a fe\~ kilometers, turbulence has little effect on the strength 
of the received radio signal. Quiescent (mean) vertical winds and 
temperature gradients do not significantly affect the strength of 
the received signal level. Mean horizontal winds shift the focus 
of the reflected electromagnetic energy from its origin resulting in 
a decrease in received signal level when a monostatic RF system is 
used. The principle of specular reflection, however, can be utilized 
in a bistatic-radar configuration to remotely measure this wind 
component in addition to atmospheric temperature. Consistent with 
these theoretical predictions, a RASS operating at an acoustic fre­
quency of 1 kHz and a radio frequency of 440 MHz (built at Stanford 
Research Institute) was able to provide both Doppler data and hori­
zontal wind profiles for altitudes up to 1 km. 

2. AN OPTIMUM METHOD FOR ESTIMATING MARINE ENVIRONMENTAL PARAMETERS USING 
RADIOMETRIC RElIOTE SENSING SYSTEMS: Dr. M. H. Wisler and Dr. J. P. 
Hollinger, Space Science Division, Naval Research Laboratory 

Microwave radiometry offers an attractive means of 
remotely sensing the physical properties of the earth's 
surface and atmosphere. This is a result of the varia­
tion of the emission, absorption, and reflection properties 
of matter with the observational parameters of frequency, 
polarization, and incidence angle. Since the microwave 
radiation from the earth is, in general, a complex 
function of the temperature, roughness, and physical 
composition of the surface as well as the absorption, 
emission, and scattering properties of the atmosphere, 
the principal problem in microwave radiometry is the 
quantitative determination of the environmental param­
eters from a limited set of noisy measurements of the 
microwave radiation. Because these measurements are, 
in general, not sufficient to specify the environmental 
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parameters without some prior knowledge and assumptions 
about the distribution of the parameters, most methods 
of determining these parameters involve the use of 
models which relate the parameters to the radiometer 
antenna temperatures. Within these models it is normal 
to either fix the physical parameters at known mean 
values or to allow them to vary between expected limits 
as the microwave brightness temperatures are calculated. 
The variation of these parameters between expected 
limits is then used to calculate how well they may be 
estimated by a specified set of measurements. Another 
factor, which is often overlooked but must be taken 
into consideration when a model is used to calculate 
how well parameters may be estimated, is the uncertainty 
of the physical relations which form the model equations. 
These are often the result of curves fitted to noisy 
experimental data, such as wind speed versus brightness, 
and are inherently uncertain. The spread of the exper­
imental data used to determine them must be taken into 
account 'in error estimation. In this paper we present 
a method by which one may estimate remote sensing 
errors from three sources: the radiometer measurement 
errors, the statistical distributions of the environ­
mental variables to be estimated, and the uncertainty 
of relations and assumptions used in modeling the 
radiometric properties of the environment. The mathe­
matical development is given first, and then an example 
application of a five frequency radiometer system to 
the measurement of ocean surface and atmosDheric 
parameters is described. • 

3. MICROWAVE RADIOMETRIC OBSERVATIONS OF THE MARINE BOUNDARY LAYER: 
C. I. Beard and L. U. Martin, Naval Research Laboratory 

Experiments by the Naval Research Laboratory (NRL) in 
1975 demonstrated that'22-GHz microwave radiometers could 
detect, and localize in height, internal waves propagating 
~n lew-level temperature inversions at the upper boundary 
of the marine boundary layer. A second experiment in June 
1976 examined the marine boundary layer in finer detail by 
using two narrow 3° beamwidth antennas whose beams could 
intersect at various altitudes. One result was the first 
detection and correlation between radiometers of short­
period (2-3 minute) Kelvin-Helmholtz type waves. The 
presence of these waves was confirmed by the simultaneous 
detection by the Naval Electronics Laboratory Center's 
(NELC's) FM-CW radar and/or acoustic sounder which were 
used for comparison to the radiometer data. In addition, 
during relatively unchanging meteorological conditions, 
the radiometer traces would follow changes in the altitude 
of the inversion base with sensitivities between 17 and 

114 



Commission F - Session 3 

50 m/oK. These results were unaffected by the presence or 
absence of stratus clouds. Using a "quiet" period to 
measure radiometer noise at ± O.OSoK, the average 25 m/oK 
sensitivity yields a resolution of approximately + 1 meter, 
comparable to active sensors. -

4. BEAM-PATTERN CHARACTERISTICS AND PRACTICAL ANTENNA-CUFF DESIGN FOR 
ECHOSONDE SYSTEMS: S. A. Adekola, NOAA/ERL/Wave Propagation Laboratory 

The echosonde technique has proved to be a valuable method for 
remote-sensing of the structures and motions in the lower atmo-
sphere. For example, this technique can be used for monitoring 
atmospheric conditions which aggravate air-pollution or for de-
tecting wind shears which jeopardize aircraft safety near air-
ports. These applications require directional antennas whose 
beam-patterns are formulated here in closed form integral-
equations using either the Zernike polynomials or the general-
ized hypergeometric functions. Comparisons between theory and 
experiment are given. For sidelobe suppressions, an antenna 
shielding-cuff of height 1.S m is necessary at 2-3 kHz giving 
a maximum operating range of about 760 m. For an increased 
operating range (e.g., 1.5 km), lower carrier-frequencies within 
1-1.5 kHz are essential, with a larger antenna-cuff of about 
2.4 m high. The larger antenna-size compensates for the higher 
noise-level at the lower frequencies by increasing the directivity 
and by further suppression of the sidelobes. Half-power beamwidth­
variations between 6.6° and 9.So are obtained within 1-1.5 kHz 
carrier-frequencies. Selection of antenna flare-angles between 
lSo-lSo tend to give optimum sidelobe attenuations. Ground-level 
sidelobe attenuations of 50 to 60 dB are essential for minimizing 
external noise and also for minimizing the environmental impact 
of the sounder. Sidelobe rejections of 56.5 dB are obtained at 
2 kHz frequency for the antenna-cuff of height 1.S m. 

5. A NEW REMOTE SENSING METHOD FOR ON-SITE PROFILE INVERSION IN SOIL 
MOISTURE PROBING: D. C. Chang and W. A. Bereuter, Electromagnetics 
Laboratory, University of Colorado 

The task of this research is the development of an inverse scattering 
technique for the complex refractive index as a function of depth in top 
soil. One of the requirements is to process all data On site employing 
simple but sufftciently versatile schemes. The probing is based upon 
frequency scanning, starting at the high frequency end. Using the Ricatti 
equation for the reflection coefficient and a polynomial approximation for 
the logarithm of the refractive index, one obtains an asymptotic form for 
the surface reflection coefficient. This expression is valid over about one 
skindepth, and can be analytically inverted for the coefficients of the 
approximating polynomial. Upon lowering the frequency according to the 
next desired probing depth, and transforming the measured reflection 
numerically through the known first "layer" by a fourth order Runge-Kutta 
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routine with prespecified error-bound, one obtains the refractive index 
in the next layer. The layer thicknesses are adaptive to ensure versatility 
as well as speed. As a check or performance index the reflection coefficient 
due to the whole structure is recomputed. Aside from the usual resolution 
problem for the lower frequencies, it appears that the proposed method yield 
sufficiently accurate retrieval results. Practical numerical inversions 
will be presented. 

6. ELECTROMAGNETIC TECHNIQUE OF MEASURING COAL LAYER THICKNESS: D. A. 
Ellerbruch and D. R. Belsher, Electromagnetics Division, National Bureau 
of Standards 

An FM-CW microwave system was investigated for 
measuring coal layer thickness. Measurements were 
made in three different mines near Pittsburgh, 
Pennsylvania, near Fairview, West Virginia, and 
near Coffeen, Illinois. Microwave frequencies in 
the range 1-2 GHz were used to measure samples up 
to 55 cm thick. All samples were backed with a 
naturally occurring shale. Measurements were also 
made on coal and shale samples compounded in the 
laboratory at the Bureau of Mines Pittsburgh Mining 
and Safety Research Center near Bruceton, Pennsylvania. 

The results indicate that layer thickness can be 
determined in most cases, although large anomalies 
may, in some cases, produce misleading results. 
Many anomalies that were detected with the FM-CW 
system were verified visually by drilling into the 
coal layer. 

The dielectric constant of coal apparently varies 
significantly within a coal seam. It appears 
that this technique has the potential of measuring 
changes in the dielectric constant of a coal seam 
and providing an output that can be used for 
real-time corrections in layer thickness measurement. 

This technique has great potential if fully 
developed. It would have significant impact in 
areas of energy, safety, and productivity. 

7. PASSIVE MICROWAVE MAPPING OF ICE THICKNESS: J. J. Apinis and W. H. Peake, 
ElectroScience Laboratory, The Ohio State University 

This paper presents the basic calculations from which the. 
feasibility of a scanning microwave radiometer system for mapplng 
the thickness of lake ice may be evaluated. An analytical model 
for the apparent brightness temperature as a function of ice 
thickness has been developed, and elaborated to include such 
variables as galactic and atmospheric noise, aspect angle, polar­
ization, temperature gradient in the.ice, and presence of trans­
ition layers such as snow, slush, and water, increased loss due 
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to air inclusions in the ice layer. and the presence of multiple 
ice thicknesses within the antenna footprint. It was found that 
brightness temperature measurements at six or seven frequenci es 
in the range of 0.4 to 0.7 GHz were required to obtain unambiguous 
thickness estimates. A number of data processing methods were 
examined; a minimum-distance algorithm and a ternary brightness 
temperature quanti zati on scheme were found to gi ve accuraci es of 
about 1 cm for ice thi cknesses up to one meter. A brief system 
study of the effects of antenna beamwidth, scanning rate, receiver 
bandwidth, noise figure, and integration time showed that the re­
ceiver sensitivity requirements could be met with state-of-the art 
components. The radiometric system was found to fail for sea ice 
thickness measurement due to the very high losses of sea ice. 
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Thursday A.M. 0900 - 1200 
EARTH-SPACE PROPAGATION ABOVE 10 GHz 

Chairman: Dr. D. C. Cox, Bell Telephone Labs, Holmdel, N.J. 

1. CTS 11.7 GHz BEACON "F'I'TUATION AND CROSS POLARIZATION MEASUREMENTS: 
JUNE 1976 TO MAY 1977: I,. J. Vogel and A. IV. Straiton, Electrical 
Engineering Research Laboratory, The University of Texas at Austin 

The nominally right hand circularly polarized 11.7 GHz beacon transmitter 
on the CTS satellite has been monitored at The University of Texas at 
Austin for the periods of its operation. A two channel receiver using a 
turnstile junction 2.S feed was built. It's polarization is adjusted to 
give better than 45 dB isolation between the channel measuring the 
co-polarized signal and the one measuring the cross-polarized signal 
during clear air propar;ation. The signal levels in both channels were 
recorded for more than 300 days and used to determine attenuation to over 
30 dB and cross-polarization isolation. Also measured was the rainrate. 

Results of the data analysis are presented. They bear out the dependence 
of isolation on both attenuation and phase shift events in the path. 
lVhile in the presence of rain isolation can be related reasonably well to 
attenuation, a substantial number of occurrences of phase shift events 
reduced isolation without any or little simultaneous fade or precipitation. 
Therefore it may be hazardous to estimate at 11:7 GHz isolation statistics 
from previously-measured attenuation statistics, especially for isolation 
exceeding 25 dB. 

*This research was supported by NASA Goddard Space Flight Center 
Contract NAS5-22576. 

2. DEPOLARIZATION MEASUREMENTS USING THE COMSTAR SATELLITE: P. H. IViley, 
C. W. Bostian, W. L. Stutzman, E. A. Manus, and R. E. Marshall, Virginia 
Polytechnic Institute and State University 

The crowding of communications channels in the 4,6, and 8 GHz 
bands is forcing designers of earth-space communications systems 
into the region above 10 GHz. As the available bandwidth in this 
area of the spectrum is limited to atmospheric windows, there is in­
creasing interest in using orthogonal polarization frequency shar~ 
ing to realize double service from each assigned frequency. 

The fundamental limitation of a system employing orthogonal 
polarization frequency sharing is depolarization caused by pre­
cipitation. Although depolarization is comparatively well under­
stood for a ground path, measurements made with the CTS and COMSTAR 
satellites indicate that the observed depolarization and attenua­
tion are not predictable from existing theory. Attenuations far 
in excess of expected values have been observed as well as signi­
ficant depolarization during periods of relatively low attenuation. 
Initial data indicate that 
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1. Models based on ground depolarization are not directly 
applicable to earth-space propagation paths. 

2. Attenuation and depolarization do not scale with fre­
quency as expected. 

3. For storms with the same ground rainfall rate there is 
a tremendous variation in the observed attenuation and 
depolarization. 

The authors are currently monitoring the COMSTAR satellite at 
19.04 and 28.56 GHz and the CTS satellite at 11.7 GHz. Recorded 
data includes all signal component amplitudes and relative phases, 
ground weather information, and integrated radar returns from the 
path. Simultaneous measurements at these three frequencies should 
provide sufficient information to develop a more reliable model 
for earth-space propagation. 

3. ATTENUATION AND DEPOLARIZATION MEASUREMENTS AT CRAWFORD HILL USING 
THE COMSTAR BEACONS: H. W. Arnold, D. C. Cox and H. H. Hoffman, 
Bell Laboratories 

Two receiving systems are in operation at Crawford Hill, 
New Jersey, for measuring earth-space propagation 
phenomena using 19 and 28 GHz beacons carried on the two 
COMSTAR communications satellites. One experiment, in 
operation since June 1976, collects 19 GHz attenuation 
data for two linear orthogonal polarizations using the 
satellite beacon at 128°w longitude. This experiment, 
using a 3.7m diameter receiving antenna, has a 45 dB 
clear-air signal-to-noise ratio. The second experiment, 
in operation since January 1977, collects attenuation, 
depolarization, and differential phase data at both 19 
and 28 GHz using the beacon at 95°W longitude. This 
experiment uses a precision 7m diameter antenna, and in 
clear air has signal-to-noise ratio of 60 dB and 
polarization discrimination in excess of 35 dB. 

This paper includes a brief description of the experi­
ments using these two receiving systems and presents the 
distributions of precipitation-induced attenuation and 
differential attenuation observed over a continuous 
period of nearly one year. Observations will be described 
of events exhibiting significant depolarization at 19 and 
28 GHz during periods of low signal attenuation (often < 1 dB). 
These events have been observed in association with both 
~ummer thunderstorms and winter storms where preCipitation 
existed only as snow. 
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4. PRELIMINARY RESULTS IN TESTING SLANT PATH ATTENUATION PREDICTION METHODS 
USING RADAR AND THE 28 GIIz COMSTAR BEACON: J. Goldhirsh, Applied Physics 
Laboratory, The John Hopkins University 

Preliminary comparisons are made between directly 
measured rain fade levels at 28 GHz and predicted fades using 
radar. A system receiving the 28.56 GHz COMSTAR beacon signal is 
in operation at Wallops Island, Virginia, and fading due to rain 
is examined in both a case-by-case basis as well as statistically. 
A nearby high resolution S-band radar (u.4° beamwidth) measures 
simultaneously the rain reflectivity levels at adjacent range bins 
(150 m range resolution) along the propagation path. Assuming 
given drop size distributions, the reflectivity levels are related 
to attenuation coefficients at the corresponding range bins and 
the total path attenuation is evaluated as a function of time. 
These predicted levels are SUbsequently compared with the attenu­
ation directly measured at the COMSTAR receiver. 

5. SOME MEASUREMENT RESULTS OF RAIN ATTENUATION AND DEPOLARIZATION OF THE 
CTS SATELLITE BEACON SIGNAL: A. J. Rustako, Jr., Bell Laboratories 

A measurement program is under way to determine attenua­
tion and depolarization of the 12 GHz Communications 
Technology Satellite (CTS) beacon signal, due to rain 
and other atmospheric effects. A receiving system com­
posed of a 20 ft. aperture horn reflector antenna and a 
two branch narrow band receiver continuously tracks and 
records the received signal envelope. The right-hand 
circular co-polarized beacon signal and the reverse 
sense cross-polarized due to atmospheric effects are 
measured. 

The receiving system, located at Crawford Hill, Holmdel, 
N.J. is co-located with a 19 and 28 GHz COMSTAR beacon 
receiving system. The two paths are similar and show 
correlation in atmospheric propagation effects. 

The CTS beacon measurement has been made since April 
1976, providing approximately one year of data. 

6. PRELIMINARY RESULTS OF THE 19/29 GHz COMSTAR BEACON MEASUREMENTS AT 
CLARKSBURG, MARYLAND: J. M. Harris, COMSAT Laboratories 

The COMSTAR Centimeter !'lave Beacons provide a continuous 
and stable source which uniquely allows the direct measurement 
of atmospheric induced attenuation, depolarization, and phase 
dispersion effects in the 19 and 29 GHz bands. Reliable 
reception of the COMSTAR I transmissions began at COMSAT Labs 
in mid July of 1976. The signals are received by a five 
meter dual polarized antenna system and a COMSAT Labs built 
receiver. Fade characteristics are measurable over a dynamic 
range of at least 30 dB. 
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This paper presents results of analysis perfo~med to 
date on data collected during 1976. Examples of path-lnduced 
attenuation, degradation of clear ,-leather Cross Polarization 
Discrimination, and differential phase and amplitude effects are 
given along with the cumulative fa~e statistics for the 19.04 GHz 
and the 28.56 GHz vertically polarlzed slgnals and the correl~tlon 
analyses of 19 and 29 GHz fa~ing levels. A c?mparison of radlo­
metrically measured attenuatlon at 11.7 GHz Wlt~ CO~STAR beacon 
attenuation data is made. Finally the wave-medlum lnteractlon 
describable by the availCib.ie data will Df.: discus5ed. 

7. COMSTAR BEACON TRIAD IN FLORIDA: D. D. Tang, D. Davidson, GTE Laboratories, 
Waltham, Mass., V. Bloch, University of South Florida 

In order to study 18/30 GHz downlink signal attenuation statistics and 
effects of diversity for regions with heavy rainfall rates, we designed, 
built and installed three COMSTAR 18/30 GHz beacon receivers in Tampa, 
Florida. The three stations are located on the vertices of a right 
triangle with orthogonal baselines. Distance between adjacent stations 
is about 12 Km. One station designated the main station will receive 
both the vertical and horizontal polarization of the 19.04 GHz beacon 
as well as the vertical polarization of the 28.56 GHz beacon. The two 
remote stations receive only the vertical polarization of the 19.04 GHz 
beacon for the study of diversity. All three stations are controlled by 
a programmable calculator located at the main station. Control and data 
acquisition of the remote stations are performed through data modem via 
telephone lines. 

Design consideration of the three receivers and data acquisition equipment 
block diagrams will be discussed, and collected data will be presented. 

8. COMSTAR OBSERVATIONS - A COMPARISON WITH RADIOMETRY: H. J. Bergmann and 
E. E. Muller, Bell Telephone Laboratories 

Millimeter wave rain attenuation and diversity improvement 
statistics have been collected for the past several years 
by radiometric measurement at Bell Laboratories field sta­
tions near Denver, Chicago and Atlanta. The Beacon experi­
mental package provided on the COMSTAR* satellites now per­
mits the extension of these tests; combined beacon-radiometer 
observations are currently in progress at the latter two 
locations. This phase of the experimental program extends 
the dynamic measurement range, providing attenuation sta­
tistics with direct applicability towards 18/30 GHz satel­
lite system design; it also provides data with which to com­
pare radiometric observations with beacon attenuation 
measurements. 

*The COMSTAR series of satellites is provided to the American 
Telephone and Telegraph Company for common carrier purposes 
by lease from the Comsat General"Corporation. 
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This paper compares attenuation observations at several fre­
quencies, on the basis of long-term averages as well as 
"in~tantaneous" values. The observed average attenuation 
rat10 a~ 28.56 GHz and 19.04 GHz (~2) is comparable to 
theoret1c results. The "instantaneous" attenuation ratio, 
ho~ever, may de~art very.significantly from this average; 
th1s departure 1S a cont1nuous function and will change 
significantly during short rain periods - thus suggesting 
a risk in indirect diversity improvement measurements. 

Fade distribution statistics acquired from beacon measure­
ments over an 8 month Deriod are compared with longer-term 
radiometric results obtained at Atlanta and Chicago. 

9. CTS BEACON RAIN ATTENUATION MEASUREMENTS: D. Davidson and O. G. Nackoney, 
GTE Laboratories 

Propagation measurements using the 11.7GHz CTS beacon are being con­
ducted by GTE Laboratories at Waltham, Mass. Measurements are made 
at a slant path angle of 23.5 degrees with a 3-meter, linear pola­
rized, parabolic antenna. A phase-locked loop receiver coherently 
detects the received signal and continuously measures signal 
strength over a 20-dB dynamic range. A calculator-based measuring 
system collects data and computes daily attenuation exceedance 
statistics. The calculator is also used to automatically calibrate 
the receive~, re-acquire the signal during severe fades, and point 
the antenna. Meteorological data recorded at the site includes 
rain rate and wind velocity. 

The paper will consist of a description of the terminal, followed 
by presentation of attenuation and related data measured since 
February 1977. 
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Thursday A.M. 0900 - 1105 
IONOSPHERIC MAPPING II 

Chairman: C. Rush, Air Force Geophysics Laboratory, Bedford, Mass. 

1. PRACTICAL IMPLEMENTATIOIl OF ADAPTIVE IONOSPHERIC RANGE ERROR CORRECTION 
FOR HIGH ACCURACY RADARS: A. H. Katz, T.I.S. Boak, III, and M. D. Grossi, 
Raytheon Company 

The practical implementation of a radar's real-time 
adaptive scheme for ionospheric range error correction 
has confirmed that a hybrid hardware-software approach 
leads to an efficient utilization of radar resources. 
Specifically, an adaptive combination 'of dual­
frequency measurements on targets of opportunity and 
an ionospheric model based on climatology represents 
a solution that minimizes the time that the radar must 
devote to ionospheric measurements for error correc­
tion. A stored model of the ionosphere can in fact 
provide the basic data for continuous range error 
correction, while the dual-frequency observations used 
to update the model can be made at times that are not 
at premium. For each hour of the day seven computer 
cards form the set of inputs required by the model and 
are valid for each day of one month. The first card 
specifies year, month, hour and an adjustable param­
eter Co that relates columnar electron content to 
range error. The other six cards define the depend­
ence upon height, elevation and azimuth of the range 
error. The real-time dual-frequency update is used to 
adjust the parameter CO, It can be shown that with 
this method the expected residual range errors are 
less than a few meters at L-band. 

2. ACCURATE SPECIFICATION OF IONOSPHERIC ERRORS USING TRANSIT SATELLITE 
SIGNALS: N. M. Tom1janovich and L. W. Yoder, The MITRE Corporation 

UHF radar accuracy is limited by ionospheric effects. Present 
correction procedures based on predictions from the monthly median 
behavior of the ionosphere are inadequate to account for the day to 
day variability which can be large and can at times exceed the 
desired accuracy. 

A technique using Navy Navigation Satellite System (TRANSIT) 
C:;f"!n31~ ir r~f:lr-re~l t.;TTl~ i:"n 0ei:"f'rm;n p the ~r::t.ll;tl rI~\, to r!~v h~­

havior of the ionosphere has been developed. An anaiysis using 
real measurements has been conducted to establish the accuracy of 
the total electron content (TEG) information determined from TRANSIT 
signals. Results of our investigation showing a factor of 4 im­
provement over monthly predictions are p-esented. 
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A ~ystem using this TEC measurement technique, augmented by 
climatological predictions, is presently being developed to provide 
near-real time ionospheric correction over an entire radar coverage. 

3. SPATIAL CORRELATION OF TRANS IONOSPHERIC SIGNAL TIME-DELAY: H. Soicher, 
Communications/ADP Laboratory, uS Army Electronics Command 

The requirement for high precision accuracy in radar detection, in earth­
satellite orbit determination, and in satellite navigation systems neces­
sitates that the signal data used be corrected for the errors imposed 
by the ionosphere. Time delay, or equivalently range errors are always 
encountered in transionospheric measurements because the electromagnetic 
propagation velocity in the medium is slightly less than the free space 
velocity. For frequencies at VHF and above, the excess time delay is 
inversely proportional to the square of the frequency and is directly 
proportional to the integrated electron density along the propagation 
path (i.e., total electron content = TEC). Thus, if TEC is measured 
or is accurately predicted, a perfect correction to ranging can be per­
formed. For improved accuracy, prediction techniques should be supported 
by periodic (preferably real time) updating of data at specified loca­
tions. The question arises as to the extent of the geographic area 
surrounding a station with real-time TEC determination capabilities, 
within which TEC values could be interpolated within accepted accuracy. 

To this end, an investigation designed to determine the correlation 
between TEC values at Fort Monmouth, NJ (40.180 N, 74.060 W) and Richmond, 
Florida (25.600 N, 80.400 W) was undertaken. Beacon transmissions aboard 
the geostationary Application Technology Satellite ATS-6 were used to 
determine the TEC at the two stations by means of the Faraday rotation 
technique. Correlation analysis was performed for monthly and daily 
intervals during the equinoctical and winter periods. 

4. CORRECTION TO THE IONOSPHERIC TOTAL ELECTRON CONTENT DATA FOR THE 
NON-ZERO INCLINATION OF GEOSTATIONARY SATELLITES: Y. N. Huang, 
Telecommunication Laboratories, M.O.C., Republic of China 

In calculating TEC value from the observed Faraday 
rotation angle of the VHF beaco~ signal transmitted from 
geostationary satellites, the Faraday factor M and the 
angle ~ between the spin axis of the satellite and the 
prime vertical of the observer have been assumed to be 
diurnally constant by most workers. According to 
SPACEWARN BULLETINE, the inclination of most geosta­
tionary satellites is non-zero. This non-zero inclina­
tion makes M and a to vary diurnally and may induce errors 
in observed TEC values if M and a were taken to be 
diurnally constant as were done by most workers in the 
past. Using TEC data obtained at Lunping (25.00o N; 
121.17°E) by receiving 136.44 MHz signal from INTELSAT 
2F3 geostationary satellite which had an inclination of 
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about 70
, the author has estimated the possible errors 

caused by the non-zero inclination of the satellite, and 
obatined the following results. (a) The absolute error 
caused by the non-zero inclination of the satellite is 
small during nighttime when TEC is small and large during 
daytime when TEC is large. Seasonally, the error is 
larger in winter and equinoctical months than in summer 
months. (b) The maximum relative error amounts to about 
20% without any significant seasonal difference. However, 
the phase of the diurnal pattern varies from month to 
month because of the gradual phase variation of the 
diurnal locus in subsatellite point. (c) Most of the 
TEC data obtained by TEC stations might have not made 
corrections for the non-zero inclination effect. Since 
the error is so large that the careless usage of these 
data may lead to faulse results. (d) The diurnal 
patterns of absolute and relative errors change so 
rapidly in a month that it seems necessary to renew the 
diurnal M and ~ curves every day or at least every week 
in order to obtain more reI i,able and exact TEC data. 

5. MULTIDISCIPLINARY EVENT-ORIENTED DATA COLLECTION FOR 30 APRIL 1976: 
R. o. Conkright and D. B. Bucknam, World Data Center A for Solar­
Terrestrial Physics 

A multidisciplinary collection of data relevant to the ground 
level solar cosmic ray event of 30 April 1976 is presented. This 
date choice was made from within the Study of Travelling Inter­
planetary Phenomena Interval II. Ionospheric data such as f-plots, 
N(h) profiles and riometer events are included. This is a sample 
collection to illustrate a new service being initiated by World 
Data Center A for Solar-Terrestrial Physics at cost of repro­
duction. Event-oriented data collections for specific time 
periods have a particular value, es'pecially for multidisciplinary 
investigations. World Data Center A for Solar-Terrestrial Physics 
has, from time to time over the years, published detailed data 
collections for specific events in the UAG Report series. The 
World Data Center A for Solar-Terrestrial Physics now offers to 
make available to any researcher its capabilities and facilities 
for collecting data and organizing them in a variety of useful 
formats to satisfy the researcher's needs. Special event-oriented 
data collections of this type can be as comprehensive or as narrow, 
in terms of data from associated disciplines, as the researcher 
desires. 
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Thursday A.M. 0900 - 1130 
THEORY OF WAVES AND ANTENNAS IN PLASMAS 

Chairman: T.N.C. Wanf" Stanford Research Institute, Menlo Park, CA 

1. WAVE CHARACTERIZATION IN HAGNETOPLASMA BY AN INVARIANT METHOD: H. C. 
Chen, Department of Electrical Engineering, Ohio University 

An invariant method is presented in this paper to unify and 
systematize the analysis of wave characteristics in a magnetoplasma. 
The results, all in invariant forms, include (1) the dispersion 
equation of a magnetoplasma, (2) the polarization and the field 
vectors, (3) the Poynting's vector and energy density, and (4) the 
relationship among the wave vector surface, the group velocity 
vector and the time average Poynting's vector. The distinct ad­
vantage of the invariant method over the conventional one is that 
the former eliminates the necessity of coordinate systems. The 
results thus obtained are therefore general and easily correlated 
to experiments. 

2. A TECHNIQUE TO PREDICT NONLINEAR PROPAGATION OF INTENSE ELECTROMAGNETIC 
PULSES THROUGH WE/.KLY IONIZED PLASMAS: W. A. Seidler, Simulation 
Physics, Inc. 

A technique which predicts the nonlinear prop­
agation of intense electromagnetic signals in weakly 
ionized plasmas has been developed. Moments of the 
Boltzmann equation are solved simultaneously with the 
high frequency approximations for propagating electro­
magnetic fields using a modification of Gear's multi­
step teChniques. Comparisons are made with linear prop­
agation models. An example is shown of intense non­
linear prop·agation where collision absorption causes 
a propagating pulse to be almost completely damped. 
The stability and relative error analysis are discussed. 

3. NONLINEAR INTERACTION OF WAVES IN BOUNDED MEDIA: J. C. Hassab, Naval 
~nderwater Systems Center 

The radiation of an intense wave into the ionosphere 
or ocean produces a nonlinear behavior in the medium which 
in turn influences the propagation characteristics of that 
wave. The self-interaction process changes the absorption 
and phase of the wave and also produces harmonics of its 
fundamental frequency. Methods for the theoretical analysis 
of such waves in nonlinear media are of interest. To permit 
an analytical description of the nonlinear interaction, 
simplifying assumptions are here made, where the medium is 
presumed to be isotropic with plane parallel boundaries. 
Some complications are included in the analysis, namely that 
of a bounded medium with varying properties. The wave­
medium interaction process is mathematically depicted by a 
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no~linear Fre~holm integral equation of the second kind. 
~llthely appl1ed, the method of successive approximations 
1S known to lead to a divergent series solution. Here a 
new functional series representation of the solution is 
pro~uced for a second order nonlinearity in the wave field. 
It 1S shown that the present series summation remains 
convergen~ outsi~e the regi?n of validity of the regular 
perturbat10n ser1es. The b1furcation equation is produced 
and questions of uniqueness, of type and number of solutions 
are addressed. The form of the solution allows identification 
and ~haracterization of order of contribution by the various 
phys1cal phenomena. 

4. COMPUTATION OF NON-LINEAR AND SHEATH TRANSIT TIME EFFECTS FOR AC 
PLASMA PROBES: J. Moron and H. Weil, The University of Michigan 

A numerical procedure is explored to solve the coupled ion and 
electron Vlasov equations and Poisson's equation in the vicinity of a 
cylindrical surface immersed in a plasma. The surface potential is, 
at time t = 0, forced to vary sinusoidally about a fixed bias potential. 
The computations proceed from t = 0 using a field of initial values of 
the distribution function and potential obtained from steady state 
solutions. The method permits arbitrary amplitude of the forcing AC 
potential and arbitrary frequency so that non-linear plasma response 
can be studied as well as the effects of the non-zero time of transit 
of the ions and electrons across the sheath. The procedure involves 
expansion of the distribution functions in a finite series of products 
of Hermite polynomials in the radial and in the transverse velocities. 
The resultant space and time dependent equations for the expansion 
coefficients are integrated numerically using a Lax-Wendroff scheme. 
Self-consistancy of the equations is obtained by an iteration procedure. 
Appropriate normalization and an artificial damping term are used to 
accelerate convergence and reduce numerical instabilities. Results 
for number densities and potential in the sheath and for current drawn 
by the probe are presented. 

5. EXACT FORMULAE OF THE CURRENT AND INPUT ADMITTANCE FOR A LONG ANTENNA 
IN A MAGNETOPLASMA: T. N. C. Wang, Stanford Research Institute 

This paper presents an exact mathematical formulation of the 
antenna current and its input admittance for the antenna embedded 
in a uniform, multicomponent magnetoplasma. To facilitate the 
analysis, we consider an infinitely long, electrically thin and a 
perfectly conducting cylindrical antenna, with its orientation par­
allel to the static magnetic field. Two cases of the magnetoplasma 
model, cold electron and cold ions, and warm electron and cold ion~ 
are considered. Exact formulae for the antenna current and the in­
put admittance are derived. Limiting cases of the derived formulae 
are examined. As the electron temperature approaches zero, our 
solution. for the plasma model with a warm electron species simpli­
fies to that for the cold plasma model. Furthermore, as the plasma 
parameters degenerate to those in free space, the solution.reduces 
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to the well-known expression derived by Hell~n. In the analysis 
for the warm magnetoplasma case, our,method can be extended to 
include any number of warm-particle species in the plasma. 

Several phYSical predictions of the antenna current and its 
admittance can be obtained by simply checking the exact integral 
solution. The exact current formulae for a finite antenna in a 
magnetoplasma are still difficult to derive analytically. However, 
in certain cases the formal solution derived herewith can be used 
to justify neglecting the end-reflections. Under such conditions, 
our formulae become valid for predicting the current distribution 
for an antenna with a finite length. 

6. ANALYSIS OF MICROWAVE SCATTERING FROM A PLASMA COLUMN USING THE FIRST 
BORN APPROXIMATION: S. E. Rosenthal and F. W. Crawford, Institute 
for Plasma Research, Stanford University 

Linear microwave scattering from a cold, radially inhomo­
geneous plasma column is a potentially useful diagnostic of 
electron density: in principle, the radial density profile can 
be reconstruc~ed from an analysis of the angular scattering 
spectrum. Using partial wave analysis, this inverse scattering 
problem requires considerable computational effort, since the 
indirect process must be carried out of iteration towards a self­
consistent solution of a non-homogeneous Helmholtz equation which 
contains information on the profile. Direct inversion is 
possible, however, in the restricted case of weak scattering, 
when the first Born Approximation (BA) yields a Fourier trans­
form relatifn between the angular spectrum and the radial densi­
ty profile. An appropriate validity criterion for the BA, which 
is less restrictive than the typical weak scattering cri~erion; 
(~O/~i)2 « 1 , has been derived as (ka)2(kR)-1/2(~o/mi) «1. 
Here, mO is the maximum electron plasma frequency in the column, 
wi is the incident microwave frequency, k = milc, a is the 
radius of the column, and R is the radial distance at which 
the angular spectrum is sampled. The Born-inversion "technique 
has been investigated in a computer study, and has been found 
to agree well with exact partial wave analysis results when the 
validity criterion is satisfied. 

1. Y. Midzuno, J. Phys. Soc. Japan 16, 971 (1961). 
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Thursday P.M. - 1400 - 1650 
SCATTERING AND SHIELDING 

Chairman: D. R. Wilton, University of Mi'ssissippi 

1. A MATHEMATICAL METHOD OF CALCULATING AND MEASURING THE SHIELDING EFFECTIVENESS 
OF CYLINDRICAL ENCLOSURES: A •. Rashid, General Dynamics Corporation, 
Convair Div. 

The present method of measuring the shielding effectiveness of an enclosure 
by MIL-STD-1377 has raised many questions without answers, and, basically 
the method does not appear to have generated confidence in many personnel 
working in the EMC community. A new method is described to both calculate 
and measure the shielding effectiveness of cylindrical enclosures. In this 
method, the incident plane wave is expanded in cylindrical functions, and, 
by matching the boundary condition, the current on the outside wall of the 
enclosure is calculated for both the horizontal and vertical polarizations. 
The current on the inside wall is calculated based upon the work of King. 
The electromagnetic field inside the enclosure is expanded in terms of 
cylindrical functions and the coefficients of these cylindrical functions 
are calculated in terms of the currents on the inside wall of the enclosure. 
The open circuit voltage developed across a wire is calculated by assuming 
a sinusoidal current distribution on the wire, and, also by using the 
electric field along the wire, whose magnitude and phase varies along the 
length of the wire. The ratio of the open circuit voltage developed on 
the wire by a plane wave without the enclosure to the open circuit voltage 
developed on the same wire inside the enclosure is used to calculate the 
shielding effectiveness of the cylindrical enclosure. Experimental 
technique is described to collect data on shielding effectiveness of a tail 
cone. Both the theoretical and measured data are presented. The method 
may be extended to measure shielding effectiveness of enclosure of any 
other geometrically describably enclosures. 

2. SCATTERING FROM FINITE AND THIN DIELECTRIC CYLINDERS: N. K. Uzunoglu, 
N. G. Alexopoulos, J. G. Fikioris, National Technical University of Athens. 

The scattering from dielectric finite cylinders with arbitrary length 
and refractive index but with small radius to wavelength ratio is formulated, 
by using the Lippman-Schwinger equation for the scattering process. The 
free space Green 1 s function is expanded in cylindrical wave functions, then 
by assuming for a thin finite cylinder the internal field to be constant 
over the cross section of the scatterer, a one dimensional integral equation 
is obtained for the internal field. In order to describe the internal field, 
several Fourier expansions are considered and convergence and numerical 
stability conditions are investigated. The formulation is applicable for 
any incidence and scattering direction. The scattering amplitude is obtained 
by an integration over the internal field multiplied by a plane wave. 

The scattering, attenuation and depolarization of millimetric and centimetric 
waves from ice particles of needle shapes can be calculated using this 
method. Cross polar discrimination and attenuation for several frequencies 
will be presented. Especially the orientation of ice particles by strong 
atmospheric electrostatic fields can cause a limitation for satellite-earth 
connnunication. 
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3. A STUDY OF THE CHARGE AND CURRENT INDUCED ON AN AIRCRAFT IN AN EMP SIMULATOR 
FACILITY: C. Do Taylor, Ko To Chen, To To Crow, Mississippi State University. 

A study of the aircraft skin current and charge is made for an aircraft 
under the illumination of the electromagnetic field produced by a nuclear 
EMP simulator. This work is motivated by the need to relate the response 
of an aircraft in the EMF simulator to the response of an aircraft under 
actual EMP illumination. The analysis is directed toward a specific EMP 
simulator at Kirtland AFB, New Mexico, however, the methodology presented 
is applicable to other types of simulator facilities. 

A theoretical-numerical solution technique is developed to determine the 
current and charge densities induced on an aircraft by an electromagnetic 
pulse. To represent the aircraft the formulation uses an electromagnetic 
model formed with axial segments of bodies of revolution. Verification 
of the theoretical model is accomplished by extensive comparisons with 
measured data obtained by using scale models. 

Measured and calculated data are also presented for an EC-135 aircraft 
in the ATHAMAS I {also called HPD) simulator at Kirtland AFB, New Mexico. 
In addition the EC-135 is considered to be illuminated inflight by a 
typical estimate of the nuclear EMP. Comparison of the inflight data 
with cor'responding simulator data is made to investigate the possibility 
of general trends. 

4. DIFFRACTION BY A SLOTTED, CONDUCTING SCREEN IN THE PRESENCE OF A FINITELY­
CONDUCTING GROUND: C. M. Butler, R. D. Nevels, University of Mississippi, 
A. Q. Howard, University of Arizona 

The purpose of this paper is to present the results of an 
investigation of the effects of the presence of a finitely-con­
ducting ground, e.g., earth or sea, upon electromagnetic diffrac­
tion by a uniform-width, infinite slot in a planar, conducting 
screen. Equations are formulated for the cases of illumination 
being TE and TM to the slot axis, and data are obtained from numer­
ical solutions of these equations. It is shown that the influence 
of the ground is less significant in the TE than in the 1}1 case. 
In the TE case, the presence of the ground alters the magnitude 
but has little effect on the distribution of the electric field 
in the slot, whereas, in the 1}1 case, both can be influenced. The 
modification due to the presence of the ground is highly dependent 
upon the slot width in the latter case but not in the former. 
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5. COMPUTATION OF THE CURRENT INDUCED ON A RECTANGULAR PLATE BEHIND A 
PLANAR SCREEN BY AN ELECTROMAGNETIC FIELD WHICH PENETRATES THE SCREEN 
THROUGH A SMALL APERTURE: A. W. Glisson, C. M. Butler, University of 
MiSSissippi. 

Attention in this paper is addressed to the problem of deter­
mining the current induced on a rectangular plate located in the 
proximity of a small aperture in a conducting screen. Problems of 
this nature arise in EMP and shielding considerations. Vector 
integro-differential equations, which account fully for the cou­
pling between the small aperture and the plate, are discussed and 
are solved numerically for several cases of interest. Currents 
induced on the plate are presented for cases involving small cir­
cular and elliptic apertures and plates of several sizes up to 
lA x lA; also the dependence of current upon the distance between 
the screen and plate is discussed. Comparisons are made with data 
obtained for cases in which the backscattered field in the aperture, 
arising from currents on the plate, is ignored. 

6. CURRENT COMPUTATION BY THE FINITE ELEMENT ME,THOD:' A. Sankar, T. C. Tong, 
W. A. Oliver, TRW Defense and Space Systems Group. 

In spite of its origin in structural mechanics, the finite element 
method can be used as an efficient numerical method for solving 
complicated boundary value problems in many other fields. Here, 
the method is exploited to solve electromagnetic scattering proh­
lems on conducting structures. 

The finite element method, as used here, is predicated on a vari­
ational principle governing the physics of the problem and an 
approximation procedure to carry out the variational expression 
integration. A variational principle is derived and found to 
involve a double integral. A transformation is then used to 
reduce the double integral into a repeated integral. This form is 
then used in conjunction with the finite element approximation to 
compute the induced currents on perfectly conducting thin wires 
and plates due to an incident plane wave. The wire and the plate 
are discretized into linear and triangular elements, respectively, 
and linear shape functions constructed from the nodal currents and 
local coordinates are used. The predicted currents are used to 
calculate the radar cross sections for both ca~es. The current 
and cross section predictions are then compared with other 
known results and the agreement is found to be excellent. The 
numerical results are tested for stability, accuracy, conver­
gence, efficiency and economy. 
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Thursday P.M. - 1400 - 1650 
SIGNAL PROCESSING 

Chairman: B. D. Steinberg, University of Pennsylvania 

1. INFORMATION THEORY AND RADAR DETECTION: A. Ephremides, Electrical 
Engineering Depart~ent, University of Maryland 

The performance bounds and capabilities of radar detection 
system can be evaluated by casting the problem in a setting de-
sc ribed by the entropy of the target motion. In most cases advan­
tage is taken of the Markovian nature of the motion process. 
Detection is studied in discrete time and in discrete state space 
for the motion vector by partitioning the target area into finite 
cells. 

The theory is applied to "Track while Scan" (TWS) radar 
which uses a tracking window for the detected target. The perfor­
mance in finite time as well as the asymptotic characteristics are 
obtained for fixed false alarm rate. In the study of this problem 
several non-surprising connections to coding-decoding theory are 
pointed out. Each cell is modeled as a binary communication 
channel and use is made of the Shannon Information theorems. 
Many of the results generalize to multi-target environments. 

2. AN EXACT ANALYSIS OF THE ACCURACY OF AN AMPLITUDE COMPARISON MONOPULSE 
RADAR: I. Kanter, Raytheon 

The usually employed approximation for the effect of interference 
on the performance of an amplitude comparison monopulse radar 
yields the results that (i) the estimate is unbiased and (ii) the 
variance in the estimate is inversely proportional to the signal 
to noise ratio. This approximation is employed when the target is 
on axis, the signal to noise ratio is "large" (how large has never 
been established by analysis, since the approximation linearizes 
the monopulse ratio and the effect of neglecting higher order 
terms in the noise to Signal ratio cannot be determined) and the 
interferences in the difference and sum channels are independent, 
zero mean thermal noises with equal average power. 

The present paper gives an exact analysis of the non-linear prob­
lem when there are interfering targets as well as correlated, 
unequal average power noises in the difference and sum channels. 
It is thus applicable to multiple targets, multipath effects. 
clutter type interference and man-made noise sources. From the 
exact probability density function of the monopulse ratio. both 
the bias and the variance of the estimator are given and the 
results are compared to those of the approximate theory for 
arbitrary signal to noise ratio and arbitrary correlation between 
the difference and sum noises. 
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3. A MllLTIPLE-PROCESSHlG DOPPLER FILTER: J. K. Hsiao, Naval Research 
Laboratory 

In a radar (or acoustic system) the undesired clutter signal usually 
can be discriminated by use of a doppler filter. This filter can be either 
a stop-band and pass-band type (such as MTI in radar work) or a multiple­
band filter (as a FFT filter). However, in many practical cases, this 
type of filter may not be adequate to achieve the desired clutter rejec­
tion. For example, when the radar return contains more than one type 
of clutter and each has a different doppler spectral distribution and 
their mean doppler may not be zero, a fixed pass-band and stop-band MIl 
filter certainly is not enough to filter out this type of clutter. On 
the other hand, due to the limitation of sidelobe level, a multiple-band 
filter usually does not have the capability to reject a strong and wide­
spread clutter. To alleviate these problems, a cascaded system may be 
used. For example, to reject both surface and volume clutter simultaneously, 
one may use two MIl filters in cascade. A FFT filter may follow them to 
resolve target dopplers. This in general requires a large number of 
radar pulses. In the above example, if the two MITI stages are respectively 
3 and 4 pulse cancellers while the doppler filter is an 8-point FFT, a 
minimum of 15 pulses is required. Due to data rate and other considera­
tions, this number of pulses may not be obtainable in a radar system. 

In this paper a multiple-processing system will be described in 
which the same set of radar pulses will be used to perform the filtering 
action in each filter stage simultaneously. It thus reduces the number 
of pulses required yet achieves the same performances: The performance 
of such a filter system will be analyzed and compared to a conventional 
multiple stage filter. 

4. INFORMATION EXTRACTION USING PRONY'S METHOD: E. K. Miller, S. Aggarwal, 
Lawrence Livermore Laboratory 

Prony's method is a technique for determining the coefficient 
(poles and residues in the frequency domain) of an exponential 
series. Recently, applications of this method have been considered 
in electromagnetics because of the possibility the method offers 
for obtaining the SEM poles of conducting objects from their 
transient response. In addition, Prony's method appears useful in 
offering insight into the general problem of extracting useful 
information from one-dimensional data. 

In particular, Prony's method can be viewed as a transformation of 
data from one form to another. Many numerical procedures - for 
example, matrix inversion - can be similarly viewed. It is 
intuitively apparent that the information that can be extracted 
from the transformed data can at best remain the same or actually 
diminish. Clearly, retention of the greatest amount of information 
possible in the transformed data is desirable. Thus, in order to 
evaluate the information transformation process, some way of 
determining .the amount of information contained in the original 
data and the transformed data must be considered. 
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These questions of information content and data transformation are 
considered in this paper. Concepts of data rank (number of poles 
from exponential data) and data precision are used to define 
information content. Prony's method is then studied from a data 
transformation viewpoint by first defining a waveform using 
pole-residue information, sampling the waveform to obtain the 
associated data, and then using.Prony's method to transform the 
data and compare it to the original information content. Other 
numerical processes - in particular matrix inversion - are similarly 
examined. It is shown that problems of ill conditioning are 
related more to the data than to the process. Finally, 
applications of Prony's method to other physical problems with 
exponential solutions are also briefly considered. 

5. TWO RECURSIVE ESTIMATES OF AUTHOREGRESSIVE MODELS BASED ON MAXIMUM 
LIKELIHOOD: B. Dickinson, Princeton University 

The fitting of autoregressive models to time series 
data has received much recent attention. The use of 
high order autoregressive models for spectral smoothing 
and estimation, pitch estimation for voiced speech sig­
a.nls, and as part of two-stage least squares identifica­
tion methods for mixed autoregressive-moving average 
models has stimulated research on computational methods 
for this problem. The well-known Yule-Wa lker estima.tes 
obtained by a recursive algorithm due to Levinson, pro­
vide one method of estimation with key advantages for 
high order models: the number of a.rithmetic operations 
required grows only as the squa.re of the model order, 
storage requiraments grow in proportion to model order, 
and models are generated recursively in increasing order. 
This last property can be useful in deciding the "best" 
model to fit the data. 

The Yule-Walker method can be viewed as a rough a.p­
proxima.tion to maximum likelihood estirpation. In this 
paper we will give two additional approxima.te maximum 
likelihood methods and a recursive solution procedure 
resembling the Levinson a 19ori thm. The first is a. lea st 
squares method of Box and Jenkins, but the a.lgorithm is 
new. The second is an approximation motivated by the 
structural fea.tures of the equations that permit their 
solution with recursive methods. Experimental results 
on real time series data will be presented. 
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6. MINIMIZED FOUR- AND FIVE--PLANE PROCESSORS: P. Carlson, R. Francois, 
University of Washington 

Considering a Fourier transform analog processor as a minimized two-plane 
processor and a convolutional/correlation analog processor as a minimized 
three-plane processor, one can examine minimized four-plane and five-plane 
processors as basic orocessor elements. Using the Rayleigh-Sommerfeld 
propagation integral equation in the Fresnel zone case, the four-plane 
processor Kernel is the first processor kernel in the hierarchy of n-plane 
processors that is intef,ral in form. The two- and three-plane processin£ 
kernels are simple non··integral, explicit, and relatively easy to interpret. 
A generalized four-plane kernel is not so easy to interpret, but it has 
several forms that can be compared to known information processing measures. 
One example is like th" "~oodward Ambiguity function, used for range and 
doppler signal analysis. Another four-plane exa~ple is an image erectin~ 
system for correctin~ reometrical distortions or oblique observation planes. 
The five-plane kernel is a new and interesting case that allows the develop­
ment of new processine roeasures. To illustrate, the five-plane kernel can 
be arranged in the form of a triple complex correlation. An example could 
be a correlation over doppler and range variables of the transmitted signal, 
the received signal, Ene a reference library signal; or it could be of the 
transmitted signal, a received signal at time, tl, and another received 
signal at time, tZ. All of these are examples of cases where the desire 
is to improve the sicnal-to-noise ratio and sophistication of information 
processing measures. 

7. NEW FEATURES OF ADAPTIVE OPTICAL DATA PROCESSORS: P. Carlson, University 
of Washington 

Adaptive optical/digital data processors have been developed and basically 
optimize the parallel structure of the optical processor and utilize the 
serial data reduction of the digital processor in the output or interface 
space. A simple processor for recognizing and counting blood cells has 
been developed utilizing a digitally sampled output space and simple linear 
regression model for predicting the count. This model has been extended 
to incorporate a minimum-mean-square-error filter in an intermediate Fourier 
plane. The basic concept is to enhance the desired signal-space and reduce 
the effect of the largely dominating noise processes. 

A discussion concerning the changes 
given to illustrate the flexibility 
and independent variable selection. 
components in the signal space will 
earlier model development. 

in the linear regression model will be 
of using various sampling strategies 

The relative worth of various vector 
be demonstrated and compared with the 

Experimental results for both methods will be compared and examples of the 
intermediate plane filters will be presented. 
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Thursday P.M. - 1400 - 1630 
NATURAL RADIO NOISE 

Chairman: G.H. Price~ Stanford Research Institute, Menlo Park, CA 

1. MEASUREMENTS AND NOISE EXCISION STUDIES OF ATMOSPHERIC NOISE FROM 1.0 TO 
4.0 kHz: R. J. Dinger, J. R. Davis and W. D. Meyers, Communications 
Sciences Division, Naval Research Laboratory 

Measurements of ambient atmospheric noise have been 
taken in a frequency range of 1.5 to 4.0 kHz at a site 
located near Troms~, Norway. The measurement periods in­
clude data from summer and winter. The receiver consists of 
a broadband (untuned) loop antenna and low noise amplifier, 
a tape recorder that records four filtered narrow-band 
signals distributed across the bandwidth, and a real-time 
amplitude probability distribution (APD) computer. Prelim­
inary analysis of the data indicates that at 3 kHz the summer 
Norway mean square noise level varies from a daily low of 
approximately -179 dB II 1 Aim/1Hz (-179 dBH), attained during 
local afternoon, to a high of approximately -170 dBR, attained 
during locql midnight. In winter, the corresponding noise 
levels are -182 dBH and -173 dBH. Brief periods (several 
hours) in which the noise is -165 dBR and higher have also 
been observed in summer and winter. The APD is log-normal 
between the 1% and 99% exceedance levels, except during the 
most disturbed periods. The results of a noise excision 
study using non-linear processing show that the effective 
noise level can be decreased by 8 dB by using a simple 
clipper. 

2. REMOTE OBSERVATIONS OF IDENTIFIABLE ATMOSPHERICS FROM SEVERE 
THUNDERSTORMS: W. B. Zavoli, Stanford Research Institute 

Using a directional HF antenna with a nominal beamwidth of 
0.5°, experiments were conducted to study remote atmospherics 
from severe thunderstorms. Information from National Weather 
Service severe weather forecasts and on-line ionospheric 
soundings provided guidance in scanning the California based 
directional antenna across midwestern regions of the country 
likely to develop tornadoes. Analysis of the data recorded 
during periods when severe storm events were sighted led to the 
discovery of a class of atmospherics significantly different from 
those radiated by normal thunderstorm activity. 
take the form of randomly occurring impulses. 

These atmospherics 
A data processing 

technique was devised to extract this class of atmospherics from 
the remaining radio noise background. Based on 23 hours of data, 
taken on four separate days, a statistically significant correla­
tion between the reception of these impulses and the presence of 
remote severe thunderstorms was found. 
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3. H.F. ATMOSPHERIC NOISE HODELS FOR DISTRUBED ENVIRONMENT: G. H. Price 
and E. G. Bauman, Stanford Research Institute 

Prediction of HF sir,nal---to-noise ratios for disturbed conditions requires 
a noise model that permits assessment of the effects of the propagation 
disturbance on the noise power. This requirement precludes direct use 
of standard noise data. Formulation of the noise in 'terms of a few dominant 
discrete sources, although reasonably successful for many environments, 
becomes increasingly awkward for severly disturbed environments in which 
the presence of large propagation losses leads to the dominance of minimally 
attenuated noise sources. The use of thunderstorm occurrence statistics 
and a nominal cosmic-noise model to predict antenna noise temperatures under 
such conditions is described. 

4. VHF RADIO EMISSIONS FROM LIGHTNING: J. B. Smyth and D. C. Smyth, Smyth 
Research Associates 

A new thevry of the electr:nnagnetic characteristics of lightning ( Radio Science 
Dec~··"be)· 1976, deucdbed t113 r'tdio a,'sociuted luminous observables of a light­
nio:; dis<,harge. Terredrial observations.of VHF radio emissions at to to 30 
kEometers have sLowil stron;,; fields associated witj the leader and weak to non­
detedabl') fiolds associated wit'1 the retui'n stroke. Th3se and other phenomena 
h3re-to-fore undescrib!e th~oretically and considereri an:>malies are shown to be 
the normal and expected charact.eristics of lightning ciischa,ges when examined 
and described on the bases of the aforesaid new t:'leory. 

5. RADIO FREQUENCY INTERPE~ENCE MEASUREMENTS AT 150 RURAL RESIDENCES: 
D. N. March, Electrical Engineering Department, Montana State University 

Measurements of the RFI present at 150 rural residences along proposed 
EHV power line routes in Montana, Idaho, and Oregon were recorded during 
the summers of 1975 and 1976. A repeatable test procedure was developed 
that recorded the peak, quasi-peak, and average values of the signals and 
noise from 10 KHz to 1000 MHz. The bandwidth dependence of the noise was 
measured. The priillary source of RFI at each residence was identified. 
The quality of the residents' tv and radio communications was observed 
and recorded where permission was granted. Other parameters, including 
weather data, were recorded at each site. The details of the measurement 
tests and a summary of the results are presented in the paper. 

6. FIGURES OF MERIT FOR MICROWAVE RADIOMETERS: S. Sensiper, Self Employed 
Consultant 

The increasing interest in microwave radiometer. 
for in::aging application!! sua;gest!! th~t some measure of 
performance would be useful for comparing or ev~n op­
timizing such systems. The relevant p.'l.rameters such 
as antenna size, operating frequency and bandwidth, in­
tegration time, etc. are clearly. parts Qf such a figure 
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of merit. A particul~r form of such a figure of merit 
is chosen and some examples are discussed where the in­
fluence of path or atmospheric loss on the frequency 
choicd is shown. 

In one form of the figure of merit the spatial cut­
off frequency of the antenna aperture is immediately evi­
dent. This in turn recalls the various figures of merit 
applied ,to optical ima~ing systems. Some comparison of 
these with the raniometric figure of merit noted here as 
well as others 1s briefly niscussed. 
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Thursday P.M. 1400 - 1700 
RADIO METEOROLOGY 

Chairman: A. T. \,aterman, Electronics Lab., Stanford University 

1. AEROSOL MEASUREMENTS IN THE MARINE BOUNDARY LAYER AT SAN DIEGO: 
D. R. Jensen 

Measurements of aerosol size distributions have been made in the marine 
environment at San Diego since April 1976 using a PMS ASSP-100 kno11enberg 
Spectrometer. Aerosol size distribution measurements from both ground 
based and airborne spectrometers have been made during different meteoroloeica1 
conditions including fog, haze and clear skies. Continuous observations 
during onset and dissipation of a Santa Ana related fog shows the aerosol 
particile size distribution and concentrations to be in general agreement 
with some theories of fog formation and dissipation. Aircraft observations 
show the horizontal and vertical variability of the aerosol distributions 
and are compared with simultaneous ground based measurements. Simultaneous 
drop size distributions measured by 1) two Kno11enberg spectrometers and 
2) a Royco and Kno11enberg spectrometer have been made. These data will 
be presented and discussed. 

2. MICROWAVE SENSING OF ATMOSPHERIC TEMPERATURE AND WATER: M. T. Decker, 
E. R. Westwater, and F. o. Guiraud, NOAA/ERL/Wave Propagation Laboratory 

The feasibility of using a multi-channel microwave· radiometer 
mounted on an ocean-based data buoy to remotely sense atmo-
spheric temperature structure is being investigated theoretically 
and experimentally. Experiments are being conducted jointly by 
NOAA and the Jet Propulsion Laboratory on the California coast 
and aboard the Canadian ship Quadra in the Gulf of Alaska. 
Zenith measurements of thermal emission are made at three 
frequencies in the 50-60 GHz oxygen absorption band and corrected 
for the presence of cloud and water vapor by additional measure-
ments near 22 and 31 GHz. Using statistical inversion, the 
resulting equivalent clear-sky radiation is used to obtain 
temperature profiles. Both theory and experiment indicate that 
useful measurements can be made under nearly all cloudy 
conditions except during rain. RMS differences between these 
temperature measurements and data from concurrent radiosondes 
range from less than 1 °c near the surface to about 2 °c at 
heights of about 8 km. In addition, these measurements are used 
to determine the line integrals of water vapor and cloud liquid 
in the pointing direction of the radiometer. Vertical profiles 
of water vapor are also determined and compared with data from 
radiosondes. In all cases, the observed differences are quite 
close to the theoretical prodictions which suggests that these 
techniques can be evaluated with confidence theoretically for 
various climatological and operational conditions. 
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3. A SIMPLIFIED OPTICAL "-"Ill GAUGE: T. Wang, K. B. Earnshaw and R. S. 
Lawrence, NOAA Research Laboratories 

We describe a technique for measuring path-averaged rain 
parameters by analyzing the rainfall-induced scintillations of a 
laser beam. From the variance of the irradiance scintillation as 
seen by a line-detector, we are able to measure the average rain 
rate along the optical path. Though this technique does require 
a prior assumption of the raindrop-size distribution, the depend­
ence is extremely weak. Sample experimental results show good 
agreement with conventional tipping-bucket rain-gauge data. 

4. PRELIMINARY RESULTS FPDM A LASER WEATHER IDENTIFIER: K. B. Earnshaw, 
T. Wang, and R. S. La\olrence, NOAA Research Laboratories 

We have constructed and made initial tests of a prototype 
optical forward-scatter instrument designed to permit automatic 
identification of precipitation and other obscurations of visi­
bility. We discuss the nature of the effects of various weather 
phenomena on a laser beam, with particular emphasis on the 
temporal power spectrum a"d the space-time correlation function 
of the intensity fluctuations of the direct beam and on narrow­
angle forward scatter. Then \ole describe how these effects have 
influenced the design of the laser weather identifier. Finally, 
we present and discuss sample recordings made from the various 
outputs of the instrument. 

5. OPTICAL cn2 AND WIND SENSING: THE EFFECTS OF SATURATION OF SCINTILLATION: 
T. Wang, G. R. Ochs and S. F. Clifford, NOAf. F.2search Laboratories 

Using an extension of the first-order perturbation theory of 
optical scintillation that accounts for the observed variance and 
covariance of the amplitude fluctuations in strong integrated 
turbulence, we analyze the experimentally observed changes in the 
operation of our optical path-averaged Cn

2 and \olind sensors. The 
theory suggests a transmitter-receiver configuration that can 
nearly eliminate the performance-degrading effects of strong 
turbulence. Based on this analysis, we have developed saturation­
resistant optical Cn

2 and wind sensors that maintain their cali­
brations and weighting functions throughout the observed range of 
integrated-turbulence values. 

140 



i 
II I 

Commission F - Session 5 

6. METEOROLOGICAL STlJl)Ec ESING THE SCANNING MICROHAVE SPECTROMETER: 
N. C. Grody, H. C. Shen, P. P. Pellegrino, National Environmental 
Satellite Service, national Oceanic and Atmospheric Administration 

The scanning microwave spectrometer (SCAMS) aboard Nimbus 6 detects 
thermal radiation emitted by the earth in the oxygen band (52.85, 53.85, 
55.45, GHZ) and water vapor region (22.23, 31.65 GHZ), with a 150 to 350 KM 
field of view and 2400 KM scan coverage on Earth. Atmospheric vertical 
temperature profi les and water content are the principal meteorological vari­
ables derived from SCAMS measurements in the oxygen and water vapor spectral 
regions, respectively. Horizontal temperature gradiants are used to obtain 
winds based on the geostrophic approximation. Because of the cloud penetrat­
ing property of microwave radiation, together with the high stabi I ity and 
sensitivity of the SCAMS instrument, many of the problems encountered with 
other remote sensing instruments are absent in the SCAMS measurements. Several 
synoptic and dynamical case studies are presented showing the impact of SCM~S 
measurements on the analyses of meteorological systems. Comparisons are made 
with conventional data sources such as radiosonde measurements and satel lite 
cloud imagery as wei I as numerical prediction models developed by the National 
Meteorological Center. 

7. LOW ELEVATION PROPAGATION ~ffiASUREMENTS AT 30 GHz ON A SATELLITE-EARTH 
PATH: A. W. Straiton, B. M. Fannin and W. J. Vogel, Electrical Engineerin~ 
Research Laboratory, The University of Texas at Austin 

During a recent orbit change the ATS-6 satellite ascended over the horizon 
in Texas at a ·rate of about 1.3 degrees per day. To determine the effect 
of low elevation paths over water on the signal amplitude a receiver was 
set up at Port Aransas, Texas. It monitored daily for at least one hour 
the 30 GHz signal level. During that time the elevation angle changed 
from 1.50 to 17.30 • 

Presented are the results of the data analysis performed on a total of 59 
samples of 205 seconds each. Despite variations from sampie to sample it 
was found that the mean dB attenuation can be approximated by (.8) times 
the number of airmasses traversed. The standard deviation showed some 
levelling off at about 6 dB below 40 elevation. Power spectra of the 
fluctuations were produced and their frequency dependence has approximately 
8/3 as an upper limit to the negative exponent. Their variability points 
out the nonstationarity of the strong fluctuations observed at low angles. 
A rain attenuation event was observed and its influence on the signal is 
described. 

8. ATS-6 IN-TRANSIT C-BAND MULTIPATH INVESTIGATION: J.P. Corrigan, ATS 
Project Office, H. Hanft and W. H. Asplund-Westinghouse Defense & 
Electronic Systems Center 

Various propagation phenomena were noted during the 
initial drift period of ATS-6 from 94° W longitude to 35° E 
longitude to support European operations. The initial analysis 
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of the preliminary data indicated a unique geometry of the 
Indian Earth Station at Ahmedabad, India (used in the experi­
ment) because its antenna was located on a hill overlooking a 
flat plain with no obstructions in the line of sight to the satel­
lite. This resulted in the performance of a special propagation 
experiment during the return drift period when ATS-6 moved 
back from 35 0 E longitude to 140 0 W longitude. The experiment 
tests were made at low an.tenna elevation angles (under five 
degrees elevation) for C-band propagation paths over an essen­
tially smooth earth. 

9. AMPLITUDE SCINTILLATIONS OF lS-GHz SATELLITE SIGNALS AS RELATED TO 
METEOROLOGICAL VARIABLES: C.A. Levis, Advanced Study Program, 
National Center for Atmospheric Research 

The amplitude scintillations of lS-GHz signals received at Columbus, OH, 
from the ATS-S satellite are analyzed with respect to statistical 
distribution and temporal spectra. Since the satellite failed to despin, 
the data analysis is complicated, but the "on-off" nature of the signal 
as the satellite antenna pattern sweeps over the receiver allows the 
separation of relatively weak high-frequency scintillation components 

. from system noise by a method previously reported by the author. In 
this paper, the statistical and spectral scintillation parameters observed 
on 17 summer days in 1970-71 are related to meteorological conditions. 
Particular attention is paid to the high-frequency (rapid scintillation) 
components at relatively high satellite elevation angles. The intent is 
to evaluate scintillation observations in terms of meteorological sensing, 
rather than for communications purposes. 
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Thursday P.M. 1400 - 1640 
RADIO OCEANOGRAPHY, WAVE PROPAGATION AND Rill10TE SENSING 

Chairman: R. H. Stewart, Scripps Institute of Oceanography, La Jolla, CA 

1. DIRECTIONAL OCEAN WAVE SPECTRAL ESTIMATES FROM HF RADAR BRAGG LINE 
STRENGTHS PARAMETRIC m FREQUENCY AND AZIMUTH: D. B. Trizna, R. W. 
Bogle and J. C. Moore 

Preliminary results are presented for experiments conducted in 
March, 1977, using the SEA ECHO HF radar on San Clemente Island, with 
its azimuthal coverage recently extended to 800 . Measurements of the 
first order Bragg lines were made with the radar after precision 
internal calibration and using an independent monopole repeater. 
These measurements were used in the radar equation to derive ocean 
wave spectral estimates over 80 degrees in angle, and between 0.144 
and 0.5 Hz in wave frequency. For sea truth, omni-directional spectra 
derived from a Waverider buoy were available, as well as measurements 
of swell made by an array of underwater pressure sensors just off 
shore north of LaJolla, California. Results are presented for a 
variety of sea and wind conditions. 

2. IONOSPHERIC EFFECTS ON SEA-ECHO OBSERVED AT SAN CLEMENTE ISLAND: 
J. B. Snider, National Oceanic and Atmospheric Administration 

A series of over-the-horizon HF radar measurements of backscatter 
from the northeastern Pacific Ocean was performed at San Clemente 
Island during May 1976. These tests were conducted to determine 
the effects of system variables and ionospheric conditions upon 
the quality of Doppler spectra and to estimate the accuracy of 
ocean wave characteristics deduced from the spectra. In this 
paper, the radar system and experimental procedure are briefly 
described followed by a discussion of the more significant findings. 
Among the latter are: 

a. Multimode propagation often contaminates second-order energy 
in the Doppler spectrum causing incorrect estimates of 
significant wave height and period. 

b. Even in the presence of multipath, wave direction, inferred 
from relative amplitudes of resonant Bragg lines, can usually 
be estimated with good accuracy. 

c. Ionospheric generalizations found suitable for communications 
circuits are often inapplicable to sea echo measurements. 

The impact of these ionospheric effects upon 
of sea state over large areas is considered. 
calculated from Doppler spectra are compared 
ground-truth information. 
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3. DIRECTIONAL OCEAN-WAVE SPECTRA BY INVERSION OF SECOND ORDER RADAR ECHOES: 
B. Lipa, Stanford Center for Radar Astronomy. 

The spectra of high frequency radar echoes from the sea c~ntain 
dominant peaks due to first order Bragg scatter and a structured 
continuum due to higher order·sca~ter. Interpretation of the first 
order peaks is well established; however the derivation of sea-state 
requires the radar freouency and look angle to be varied at will 
which is seldom possible due to practical limitations on radar design. 
We show that interpretation of the Doppler continuum yields detailed 
information on sea-state from a single decameter radio wave-scatter 
observation. 

The second order structure of the radar spectrum has been given 
in terms of the directional ocean wave spectrum through a two dimen­
sional nonlinear equation. Inversion of this equation is shown to 
yield accurate estimates of the directional ocean wave spectrum, 
together with wind direction and wave height. Accuracy improves 
with higher sea states and/or radar frequencies. Results from rep­
resentative model test cases indicate that the directional ocean wave 
spectrum can be obtained to within 10% and the wind direction within 
5° from decametric radar scatter data. The method is illustrated by 
a test application to measured data. Results of inversion are compared 
with oceanic information from an in-situ tilt buoy and are found to 
agree within the estimated statistical error. 

4. TOWARD A THEORY OF WAVE PROPAGATION PROM SATELLITES INTO THE PENUMBRA 
REGION OF THE EARTH: R. W. Harper, GTE Lenkurt, K. R. Carver, 
New Mexico State University 

The theory of propagation of plane waves from a satellite into the 
penumbra region of the earth is important for practical prediction 
of mUltipath behavior over sea or terrain and for the estimation 
of channel reliability, when the receiving station is in the earth­
edge zone. Earth-diffracted plane waves are expressed in terms of 
the spherical-harmonic expansions of the fields of equivalent vert­
ical electric and vertical magnetic dipoles located above the earth. 
This takes advantage of the fundamental theoretical work of both 
B. van der Pol and H. Bremmer as well as that of V. A. Fock; in 
both cases, exact sol ut ions have been reduced by means. of contour 
integration to approximate solutions which can be numerically eval­
uated in the penumbra region. It is then shown that Fock's results, 
which were previously limited to transmitter/receiver heights less 
than about 100 km., can be extended to include geostationary satel­
lite heights (36,000 km.) by introducing a virtual source at 100 
km. above the earth with an earth horizon common to that of the sat­
ellite. This provides a general theoretical framework for treating 
such specific propagation problems as near-grazinq incidence and 
scattering of VHF and ~plane waves from the sea, where neither 
interference nor shadow-zone diffraction formulations hold. 
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5. PASSIVE MICROWAVE REMOTE SENSING OF NEAR-SURFACE SOIL MOISTURE: 
E. G. Njoku, Jet Propulsion Laboratory, J. A. Kong, Massachusetts 
Institute of Technology. 

The theory of microwave thermal emission from a non-scat­
tering, half-space medium is developed for application to 
regions within nonuniform subsurface soil moisture and 
temperature variations. A coherent, stratified model is 
presented which is valid for nonuniform temperature pro­
files and rapidly varying moisture profiles, under which 
conditions the commonly used emissivity and radiative 
transfer approaches become inaccurate. For naturally 
occurring profiles, the stratified model gives more accur­
ate results than the other approaches at frequencies below 
about 4 GHz. Experimental results from ground-based 
radiometric ob~ervations of a controlled target area com­
pare systematically with brightness temperatures predicted 
from the theoretical model to within approximately lOoK. 
Results of dielectric constant measurements of the sand 
are given at seven frequencies in the microwave range, and 
for moisture contents in the range 0 to 30% by volume. 
Using this model, the thermal microwave emission spectrum 
is computed for a number of repr~sentative moisture and 
temperature profiles in the frequency range 0.25 to 25 GHz. 
A regression technique is used to show that multifrequency 
data can be used to obtain moisture and temperature grad­
ients in the soil when an estimate of the surface temper­
ature is available. 

6. MASSIVE HYDRAULIC FRACTURE MAPPING USING MAGNETIC INDUCTION: 
Jo Ao Landt, Los Alamos Scientific Laboratory 

The production of energy from hot dry rock depends on establishing 
circulation of a working fluid in a deep fracture zone. Massive hydraulic 
fracturing 'is presently being employed at the Los Alamos Scientific 
Laboratory to form large fractures in hard granite at depths of approximately 
3,000 meters. Accurate determination of fracture orientation is required 
to permit a second hole to be drilled to connect with the fracture zone 
and thus provide the desired circulation system. It has been proposed that 
a magnetic induction technique be employed to map these fractures. This 
paper addresses the theoretical development of an instrument based on the 
magnetic induction technique, and experimental verification is provided. 
Fracture mapping is accomplished by detection of eddy currents induced in 
the conductive fractures by a downhole coil operating near 100 kHz. This 
instrument is compared to the conventional induction logging devices commonly 
used in the oil industry. Plans of ruggedized instrument construction are 
discussed briefly. 

*This work was performed under the auspices of the Energy Research and 
Development Administration. 
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7. MINIMUM MEAN-SQUARE-ERROR ESTIMATION OF UNDERGROUND COAL BURN VOLUMES FROM 
REMOTE ELECTROMAGNETIC INDUCTION RESPONSES: Eo Ao Quincy, Mo L. Rhoades, 
University of Wyoming. 

Bayes minimum mean-square-error algorithms for estimating the 
radius of a subsurface coal burn volume are derived and their per­
formance calculated. The algorithms are derived for noisy re­
sponses obtained at the surface by an electromagnetic induction 
system. The coal burn geometry is assumed to be cylindrical. Thus 
an estimate of the coal burn volume is provid~d if the cylindrical 
length is taken to be the distance between gasification 'I.;rells. 

Geophysical investigations of the Hanna Coal Gasification Site 
(Hanna, Hyoming) indicate that the sub-bituminous coal seam is a 
very poor conductor (0 < 10-6 mhos/m) while the overburden is a 
poor conductor (0 = 10- 3 mhos/m). However, .the burn creates a 
charred shell which converts the coal to a good conductor and the 
void fills with saline ground water (0 = 1 mho/m). These orders 
of magnitude difference in conductivities produced a sizeable 
anoffi3ly in the induction response when probed from the surface at 
various locations. 

Analytic and numerical radius estimator algorithms are com­
pared for a linearized approximation to the cylinder response. The 
mean-square-error and bias are determined as a function of sample 
size for a family of "s ignal-to-noise" ratios. A priori knm.;rledge 
of the radius was described by Rayleigh and Gaussian statistics. 
The additive noise was assumed to be Gaussian. 

8. THE BOULDER ATMOSPHERIC OBSERVATORY -~ A FACILITY FOR REMOTE-SENSING 
RESEARCH: Wo Ho Hooke, Wave Propagation Laboratory, NOAA. 

The Wave Propagation Laboratory of NOA~, in cooperation with NCAR, 
is developing a test facility, some 20 km northeast of Boulder, 
for the evaluation and testing of remote-sensing equipment and the 
study of turbulence in the planetary boundary layer. The facility 
will include a 300-m tower, instr~~ented at eight fixed levels and 
on a movable carriage ,;i th three-axis sonic anemometers and fast­
response temperature senSors. Some fast-response humidity sensorS 
will also be available. In additioa, three acoustic sounders 
(ultimately to have a Doppler capability), a laser-beam wind­
sensing triangle and a rriicrobarograph array will also be a perma­
nent part of the site. Data processing "ill be handled initially 
by an existing computer facility able to do some processing of 
the tower data in real time; however, in one year this will be 
supplanted by a more sophisticated system, able to provide a good 
deal of real-time processing, including spectral analysis, to 
multiple users in a highlY interactive mode. Additional data 
channels will be available to accommodate data inputs from outside 
groups. Use of the facility by outside groups is being encouraged. 
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Thursday P.M. - 1400 - 1630 
ELF TO VHF PROPAGATION AND PROBING I 

Chairman: O. G. Villard Jr., Stanford Research Institute 

1. COMPUTER SIMULATION 0" ''llLTI-MODE IONOSPHERIC PROPAGATION BETWEEN 
SPECIFIED TERMINALS VI!. iUASI-SYMMETRIC RAY PATHS: S. Silven, GTE 
SYlvania Incorporated, 7.1ountain View, CA 

A fast economical computer program has been developed for es­
timating the parameters of the various ionospheric propagation 
modes between specified terminal locations. The terminal loca­
tions are specified in terms of latitude, longitude, and height above 
the earth's surface. The parameters describing the ionosphere 
(foF2, foE, Hmax, horizontal gradients, etc.) are either specified 
by the user or computed from the ITS-78 data tape at a sufficient 
number of locations to compute individually the parameters of each 
hop. Solutions involving high-angle rays are found in addition to 
the usual low-angle and multiple-hop solutions between the specified 
terminals. 

The ionosphere is modeled as being nominally spherically symmetric 
in the vicinity of each reflection. Each hop is thereby computed to 
be nominally symmetric about its axis, though the various hops com­
prising the mode are not identical. The ray elevation angles, group­
path lengths, phase-path lengths, and ground range between the sub­
terminal points are computed on this basis to the specified homing 
accuracy. Also computed are the doppler shifts associated with 
each mode, resulting from motion of the terminal points. A der­
ivation is presented for calculating the transmission loss for each 
mode directly from the homing procedure, thereby assuring that 
the effects of ionospheric focusing/ defocusing are included. Also 
presented are derivations of procedures for estimating the effects 
of horizontal gradients in ionospheric electron density. These 
effects are computed as first-order variations from the nominal 
propagation parameters computed for the spherically symmetric 
model, and are seen to be functions of the nominal values them­
selves as well as of the gradients specified. 

2. ON THE RELATIVE EFFICIENCY AND STABILITY OF IONOSPHERIC DUCTING 
CHANNELS: K. Toman, Electronic Sciences Division, Hanscom AFB and 
D.C. Miller, Arcon Corporation 

Reasonable ionosphere cross-sections are computationally speci­
fied to study the relative efficiency of ducting in ionospheric 
channels. The effects of scattering are simulated by introducing 
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into the ray-tracing scheme success ive aberrations in ray direction 
that are controlled by noise-like and scale-size dependent pro­
cesses, the latter being related to electron density encountered 
by 7he ray. Both algorithms may eventually be modified to optimize 
thelr corr~sponding to physical realitY$ More realistic ionosphere 
cross-sectlons of a modified Polar Ionosphere Model are used to 
deduce b~ means of ray-tracing the ducting phenomenology and per­
~aps to lnfer how the presence of ionospheric ducting manifests 
Ltself on oblique forward- and backscatter ionograms. 

3. PULSE BROADENING DUE TO PHASE FLUCTUATIONS IN AN HF IONOSPHERIC 
SCATTERING RADIO LINK, A. Malaga and R. E. McIntosh, University of 
Massachusetts, Amherst 

It is we 11 known tha t fl uctua ti OilS in the i IIdex of refracti on an an ionospheric 
scattering link introduce amplitude and phase fluctuations on monochromatic siganl 
transmission. Wilen dealing with tile transmission of Signals used in digital data 
transmission, i.e., pulses, a measure of the distortion (jitter or broadening) 
introduceo by deterministic and random spatial variations in the refractive index 
of the propagation medium is provided by the delay spread of the channel. In 
this paper, results which relate the amount of pulse LJroauening to the multipath 
spread and the dispersion factor (which is a measure of the dispersiveness of 
the medium) of a typical HF link are presenteLi. The ionosphere is modeled as 
a two-l ayer int1omogeneous, i sotropi c plasma, Vlhose index of refracti on is a 
random function of space. The fIlean electron density profile of each layer is 
assumed to vary parabo 1 i ca lly wi tn hei gh t. Tne pure ly random part of tne i nOex 
of refraction is assumea to be statistically homogeneous and isotropic. It is 
found that broadening is primarily due to the Jiscrete multipath of the trans­
mission medium (due to the deterministic spatial variations in the refractive 
index). Additional broadening due to tne randomness in the medium is significant 
only when the fluctuations are large and the transmitted signal is a chirp pulse 
with large bandwidth. 

4. A SPECULAR REFLECTION HODEL FOR E-REGION FADING STATISTICS: P. R. Albee 
and D. H. Schrader, T!ashington State University 

The statistical properties of E-region radio wave measurements have been 
used to argue for diffractive model descriptions of the E-region irregularities 
which produce fadinr;. He show that for irregularity sizes required by the 
diffractive models, a simple model based on the interference of waves from 
multiple, specular reflections by an undulating surface leads to comparable 
statistics. These statistics are in agreement with our experimental measurements. 
Thus, a comparison of experimental amplitude fading data with statistical 
formula derived on the basis of a diffractive model does not resolve the 
question of adequacy of either the specular reflection or the diffraction 
approximations to the description of the E-region fading measurements. 
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5. ESTIMATING REFLECTION HEIGHT FROM DOPPLER MEASUREMENTS: K. Toman, 
Electronic Sciences Division, Hanscom AFB 

If height changes in the ionosphere are assumed to occur 
uniformly over the region of interest, there exists a poss'i= 
bility that, for an oblique fixed-frequency radio transmis= 
sion, a reflection height can be estimated using the Doppler 
method. Conventionally, a pulse-arrival-time difference is 
used for such an estimate o In the Doppler method, the ratio 
of the Doppler shifts for the one- and two-hop transmissions 
gives a plausible estimate of reflection height, provided 
that· the radial motion of the reflection boundary is uniform. 
Since one- and two-hop signals are not reflected at the same 
height in the ionosphere an error is introduced. Ionization 
changes in the 'nondeviative' regime can also introduce 
Doppler shifts. Therefore, the ratio method will be more use= 
ful when the effects of such ioniza·tion changes are negligible. 
When ionospheric reflection-height changes are due to atmos= 
pheric waves, the method's accuracy deteriorates less the 
larger the wave. The method fails for a motionless ionosphere o 

6. VERTICAL INCIDENCE ABSORPTION AS A DIAGNOSTIC FOR THE WINTER ANOMALY: 
E. K. Walton, L. G. Smith and E. A. Mechtly, Department of Electrical 
Engineering, University of Illinois at Urbana-Champaign 

Al absorption measurements during the winter an~maly period 
as well as other seaSOns are examined using electron density 
profiles obtained on rocket flights. It is found that the 
measured values of absorption agree well with values calculated 
from simultaneous rocket measurements of electron density 
profiles, using the phase integral method, for a collision 5" 
frequency model in terms of the pressure pCPa): vm 6.0 x 10 p. 

The absorption is calculated as a function of frequency in 
the range 1.7 to 3.0 MHz and found to be sensitive to the detailed 
structure of the electron density profile. It is also noted that, 
in some cases, sporadic-E layers are responsible for low values 
of absorption. 
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Friday A.M. 0900 - 1155 
NUMERICAL METHODS 

Chairman: E.K. Miller, Lawrence Livermore Laboratory, Livermore, Ca. 

1. THE GREEN'S FUNCTION MOMENT METHOD APPLIED TO WIRE SCATTERING AND SLOT 
DIFFRACTION: W.A. Johnson, C.W. Prettie, D.C. Dudley, University of 
Arizona. 

This paper develops a modified moment method for 
determining the current on a straight thin wire scatter. The 
singularities of the current's first derivative are extracted 
and the modified method is used to solve for the current. The 
same technique is applied to two-dimensional diffraction 
through a slot. For each problem sample data is given and 
comparison with other methods of solution is made. 

2. REFLECTION COEFFICIENT CALCULATION FOR A PROBE-FED CAVITY-BACKED SLOT 
ANTENNA: A.J. Fenn, G.A. Thiele, Ohio State University ElectroScience 
Laboratory. 

Previous work by the authors has been concerned with the 
development of a moment method technique for the far field pattern 
prediction of probe-fed cavity-backed slot antennas of arbitrary 
(rectangular) aperture size. The aperture distribution is treated 
as an unknown. Th~ technique employed to determine the aperture 
distribution of the cavity-backed slot involves the application of 
Babinet's principle. The theory of images is used to remove the 
walls of the cavity resulting in two infinite arrays of dipoles 
behind the aperture pl ane whi ch model the probe in the cavity. 
These two arrays are then the source of the incident field in cal­
culating the generalized voltage matrix (V). 

To accurately compute the far field it is only necessary to 
expand the aperture distribution in the wide dimension, considering 
the distribution to be constant in the narrow dimension. However, 
to accurately calculate the reflection coefficient, it has been 
found necessary to also expand the distribution in the narrow 
dimension whereupon matri x condi ti oni ng deteri orates. Inco.rporation 
of the inverse square root edge condition tends to alleviate the 
conditioning problem. Reflection coefficient and condition number 
results will be shown for various aperture sizes. 
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3. AN ASSESSMENT OF TEMPERATURE-PROFILE DETERMINATION USING FREQUENCY-
DOMAIN REFLECTOMETRY: R.J. Lytle, G.K. Myers, Lawrence Livermore Laboratory. 

It can be difficult to accurately measure the teJ.,ipE:.l.-.:..:.ture profile in the 
region where oil shale is being retorted in situ, where coal is being 
gasified in situ, or where a geomthermal reservoir is being exploited. 
Thermocouples can be used, but since measurements at many locations are 
needed (to give good spatial resolution), the number of cables and 
thermocouples can become prohibitive and cost-ineffective. It is 
therefore desirable to be able to monitor the temperature profile with 
a single cable, along which a detailed spatial profile can be determined 
and displayed almost instantaneously. 

This presentation concerns the use of reflectometry on a coaxial cable 
with an inner sheath of temperature-sensitive dielectric to ascertain the 
temperature profile along the cable. Of the suggested applications, in situ 
oil-shale-retorting problem is the most severe test. Characteristic ------­
temperature profiles encounted during in situ oil-shale-retorting process 
were thus considered in numerical simulation experiments. 

For unambiguous interpretation of reflectometry data, a dielectric constant 
that varies monitonically with temperature for 300 < T < 7000 C is needed. 
From theoretical considerations, high-silica glasses show promise of main­
taining their dielectric properties over this temp"erature range and having 
a dielectric constant change that is at least an order of magnitude for the 
temperature range of 30 to 700 0 C. 

Modeling began with computer simulation of a transmission line with nonuni­
form loading (with the loading dependent on the local temperature), using 
a differential equation representation of the cable. By using this cable 
model, representative reflectometry data were generated. Several algorithms 
were considered for inverting reflectometry data to obtain the spatial 
distribution of temperature inside the temperature-sensitive cable. Sample 
results of an inversion technique that successfully infers the spatial tem­
perature profile will be presented. The dependence of the results upon the 
initial estimate of the profile will be illustrated. It appears that a 
single cable holds promise for replacing many theromocouples to give 
adequate spatial resolution of temp"erature in geothermal, coal-gasification, 
and oil-shale energy programs. 
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4. ELECTROMAGNETIC MODELING OF COMPOSITE WIRE/SURFACE GECJ1ETRIES: 
E.H. Newman, D.M. Pozar, Ohio State University ElectroScience Laboratory. 

The appli cation of the rrethod of moments, in the form of thi n­
wire computer programs, is one of the most widely used tools in 
analyzing ante,nna and scattering problems. One of the most useful 
properties of these computer programs is the ability to model solid 
conducting surfaces usi ng a wi re gri d or mesh. Unfortunately, it 
takes many wi re segrrents and current unknowns to accurately model 
a solid surface. Thus, probably the most severe limitation of the 
thin-wire computer program is that it is not applicable to surfaces 
larger than a few square wavelengths. The maximum surface area 
which can be treated can be substantially increased by modeling the 
conducting surfaces by surface current densities, or the so-called 
surface patch modes. 

This paper will describe a computer algorithm for modeling 
composite wire/surface geometries. The technique has the advantage 
that continuity of current is enforced on the wire, on the surface, 
and at a wire surface junction. Data will be presented which illus­
trates the effi ciency of the computer program. 

5. HYBRID COMPUTER APPLICATIONS IN ELECTROMAGNETICS: E.L. Coffey, 
New Mexico State University. 

In recent years, many digital computer techniques have been developed 
to solve problems in electromagnetics. Unfortunately, developments 
in computer technology have not kept pace with these metho'ds, and 
frequently it is the computer rather than the method that defines the 
scope of problems that can be solved by using that particular method. 
For example, application of the method of moments is limited to 
problems which can be described by fewer than one or two hundred 
basis functions, not restrictions inherent in the method. 

Recently, several investigators have been using the analog/hybrid 
computer as their primary computational tool. To illustrate the 
versatility of the hybrid computer this paper presents the results 
of several studies which have utilized hybrid computer programming 
techniques to reduce execution time and storage requirements. These 
studies include waveguide mode analysis, wave propagation in non­
uniform media, two- and three-dimensional scattering, dielectric 
lens design, far-field antenna pattern calculations, and antenna 
range simulation --'especially mechanical dynamics of antenna 
structures and boresighting. 

Results are presented using both digital and hybrid techniques, and 
a comparison is made of tradeoffs in each case. Finally, guidelines 
are developed to determine which machine is best suiterl to ~ 
particular electromagnetics problem. 
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6. A UNIFIED TIME DOMAIN ELECTROMAGNETIC AND CIRCUIT ~ALYSIS CODE: 
J.A. Landt, Los Alamos Scientific Laboratory. 

Recent interest in the broadband response of antennas has lead to development 
and refinement of numerical time-domain techniques capable of high efficiency 
and accuracy. These techniques are easily modified to handle simple non­
linear loads, and this work has been reported earlier. Hybrid approaches 
have been employed to assess the response of antennas connected to more 
complicated circuits. These techniques have found widespread use in the 
assessment of electromagnetic pulse effects, electromagnetic compatibility, 
radio frequency interference, and other applications. 

A unified numerical procedure is discussed in this paper. The antenna 
portion of the computer code is based on the thin wire approximation to a 
time domain electric field integral equation. The circuit portion of the 
code is based on a simple time-domain nodal analysis. Application of the 
technique is demonstrated by consideration of several simple types of 
antennas connected to circuits containing linear and non-linear elements. 

7. A COMPARISON OF METHODS FOR SOLVING SCATTERING PROBLEMS INVOLVING 
INHOMOGENEOUS DIELECTRIC BODIES: S. Govind, R.J. Pogorzelski, L.L. Tsai, 
D.R. Wilton, T.K. Wu, University of Mississippi. 

In recent years many digital co~puter techniques have been 
developed for solving electromagnetic scattering problems. For 
the study of scattering from inhomogeneous dielectric bodies, 
one approach is to stratify the inhomogeneity into layers or 
homogep.eous media. 'Unong the techniques applicable in such an 
approach are the moment method, unimoment method and the recently 
proposed modification to the moment method. Thus, one is con­
fronted with the selection of a suitable techinque for the problem 
at hand. The present paper deals with an attempt to expose the 
relative merits and demerits of each of the above techniques. A 
few of the points of consideration for this study include ease of 
programming, required core capacity, required CPU time and 
convergence rates. It has been found that the modified moment 
method has simplicity over the moment method and deals "ith 
smaller sized matrices. However, it is not as adaptable as the 
unimornent method when dealing with a variety of inhomogeneous 
scattering problems. 
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8. SCATTERING BY COMPOSITE METAl-DIELECTRIC BODIES OF REVOLUTION: T.K. Wu, L.L. Tsai, D.R. Wilton, University of Mississippi. 

The scatterin~ problem of either a conducting or a die.lectric body-af-revolution has been solved using the surface integral equation and moment methods technique. In this paper, the previous method is extended to solve the scattering by cOMPosite netal-dielectric bodies-af-revolution. Srecifically, anpropriate inte~ral e~uations are forr.mlated at each boundary surface via Ha},."Well's equations, 
Green's theorem and the bounda~y conditions. The unknown surface current densities are then obtained by £irs~ Fourier decomposition and moment method Galerkin's procedure. 

Of primary interest is the mo'del comprisinR a finite lenRth conducting cylinder attached to a hornogeneou~. lossy dielectric cylinder or cone-sphere. This model may be used to represent a missile in flif!ht ,-lith a trailinq plune. :iunerical results ,,,hich are in good af!rc.enent uith the thin-\.;rire model results '''ill be 
presented and discussed for various plume sha~es and constitutive parameters, £ (?errnittivity) and a (conductivity). 

9. SCATTERING SOLUTIONS FROM GAUSSIAN QUADRATURE: Y.L. Chow, M.D. Miller, T. Keshava-Murthy, University of Waterloo. 

The Gaussian quadrature can be used to solve an integral equation through simply replacing the integral by a sum. The system of 
linear equations resulted, following Kantorovich's approximation, can be shown to be identical in form to that from the point 
matching moment method. 

Despite such similarity, the Gaussian quadrature is inherently faster convergent. In solving scattering cross-sections, its 
fast convergent property is applied twice : one is to solve the 
integral equation of the current on the scatterer and the other is to apply the quadrature directly on the current to get the cross­section. The improvement in convergence is especially significant when the current has known singularities. An example of this in this paper is the current on a rectangular scatterer. 

The Gaussian quadrature can be applied to scatterers not only with straight boundaries of finite lengths but also with curved boundary through a conformal transformation. With a little 
manipulation, the Gaussian quadrature can be made similar to the moment method with mixed basis functions and becomes applicable 
to boundaries of semi-infinite length. 

Sometimes the quadrature used on the semi-infinite boundary may have to be made faster convergent through a deformation of the path of integration into the complex plane. An example of this is the scattering from an open-ended waveguide. 
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Friday A.M. 0900 - 1155 
FREQUENCY STABILITY AND ITS APPLICATIONS TO 
TELECOMMUNICATION AND TIME SERVICE SYSTEMS 

Chairman: W.C. Lindsey, University of Southern California 

1. SOME NOISE MODELS WITH APPLICATION TO FREQUENCY STABILITY MEASUREMENTS: 
J.A. Barnes, National Bureau of Standards. 

Typical noi:;e models used to characterize th~ performance of electronio: equipment, 
such as oscilletors, are normally taken (1) to be gaussian in nature and (2) to 
follow a simple extrapolation from zero to infinite Fourier frequency. Recently, 
both of these assumpt.ions have received some attention \'lith some significant 
results. There is increasing evidence that a gaussian model is inadequate to 
character·ize the detailed performance of the b2st frequency standards. The 
appearance is that of sudden and unexplained steps in frequency of a magnitude 
comparable to the other (gaussian) noise,. There exist somE: interesting, non­
gaussian models (e.g., sporadic noise) which might be good models for these 
osci.llators. 

The assumpt ions of performance at zel'O and i nfi ni te Foud er frequenci es have 
major impli~ations for the very concepts of measurability. The proper accounting 
for the possible problems arising at the e~tremes of the Fourier spectrum thus 
affords constraints on meaningful measurements. These problems have been directly 
addressed for the case of frequency instabilities, and significant results have 
resulted. Key among these results is a strong suspicion that estimates of the 
ordinary variance of many real, p~ysical processes will fail to converge in a 
practical sense. Further, the ordinary val'iance is often not the quantity of 
greatest utility. 

2. FREQUENCY INSTABILITY EFFECTS ON TELECOMMUNICATION SIGNALS AND SYSTEMS: 
W.·C. Lindsey, University of Southern California, C. M. Chie, LinCom 
Corporation. 

A current problem of great interest in telecorrununication, Doppler 
measuring, radar and ranging system design and performance 
verification is that of specifying system phase noise require­
ments due to instabilities associated with the carrier oscillation. 
Unfortunately, oscillator phase noise, unlike thermal noise which 
is well approximated by a delta correlated process, does not 
possess a constant power spectral denSity for all frequencies. 
Not only does this fact make it difficult to measure but makes 
it more difficult to develop a working theory from which 
performance can be predicted. 

In a recent paper the authors developed the theory of oscillator 
instability in terms of a set of stability functions and inter­
connected this theory with frequency standards as set forth 
by Subcorrunittee on Frequency Stability of the Technical 
Corrunittee on Frequency and Time. The purpose.of our dis­
cussion is to show how this set of stability functions enter into 
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the theory of correlative tracking systeIl1s and show how frequency 
and phase instability enters naturally into telecoIl1Il1unication 
systeIl1 perforITIance equations. In addition, we show how other 
phase noise cOIl1ponents due to channel turbulence (AM-PM 
conversion, Il1edia scattering, etc.) enter into the system 
perforITIance measures of Doppler accuracy and bit error rate 
perforITIance. Both '1"-doITIain and f-doIl1ain perforITIance 
characterizations are Il1ade and a Mellin transforIl1 theory is 
given. In o~der to deIl10nstrate the utility of the theory, application is 
Il1ade to carrier tracking and one-way and two-way Doppler 
Il1easuring systems. 

3. SOME ASPECTS OF TIMING AND FREQUENCY CONTROL IN COMMUNICATION SYSTEMS: 
P. Kartaschoff, Swiss Post Office Research Division. 

The impact of data communications on system design has lead to a review of 
the requirements on timing and frequency control in communications systems. 

The wideband anology transmission using frequency division multiplex 
techniques the phase noise spectral density sop (f) of the carrier generators 
must be kept very low. Values of 120 dB below 1 (radian) per Hertz for the 
voice frequency range (300<f<3400 Hz) are desirable for individual generators 
in extended networks. 

In extended digital networks, the emphasis is on the timing properties of 
the network clocks and the establishment and ",,,intenance of synchronism. 
Clock characteristics interact with the properties of transmission paths, 
each introducing random timing jitter and some systematic effects. Maximum 
time interval error has been proposed for specifying the network clock 
characteristics. 

There is no upper bound on time interval error for arbitrary long time 
intervals. An additional specification may be stated in the form of a 
bound on allowable frequency drift and low Fourier frequency divergent 
noise (e.g. "flicker ll 

- noise). 

The required reliability of network timing and frequency control is to be 
obtained by means of redundancy and adequate network organization. 

Relations between frequency stability parameters developed be metrologists 
and those required for system design are discussed emphasizing the need of 
more dialogue and further common studies among the various interested 
specialists. 

4. JTIDS - A DIGITAL COMMUNICATIONS SYSTEM FOR THE DISSEMINATION OF TIME AND 
POSITION INFORMATION: R. Dell-Imagine, Hughes Ground Systems Group. 

JTIDS (Joint Tactical Information Distribution System) is a communication 
navigation system under development by a Tri-Service program office to 
provide the military services with jam resistant capability during the 1980's. 
The JTIDS waveform utilizes a 5 MHz spread spectrum modulation to provide 
unambiguous location, identification, and timing information. When it is 
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deployed, JTIDS will provide both the military users, and, in a simplified 
configuration it could provide commercial airline users, with GMT to an 
accuracy better than 1 microsecond and position location information by 
mu1ti1ateration to an accuracy better than 1000 feet. 

JTIDS operates in the TACAN band without interference to the TACAN function 
by using a frequency hopped waveform over the 960-1215 MHz band for its high 
anti-jam mode and a fixed 969 MHz carrier for both low AJ secure and in-the­
clear transmissions. The waveform includes the capability for transmitting 
intercomputer messages as well as digital voice and TTY data. 

JTIDS represents one of the first applications of digital LSI and spread 
spectrum technologies to a large scale system. The ultimate number of JTIDS 
terminals deployed will depend on the cost savings attainable using LSI 
technology and the benefits to both military and non-military users. 

5. PRECISION TIME TRANSFER USING THE GPS SATELLITE SYSTEM: J.J. Spilker, Jr., 
F.D. Natali, Stanford Telecommunications, Inc. 

The planned Global Positioning System (GPS) offers, for the first time, the 
possibility of worldwide timing with accuracy on the order of nanoseconds. 
An operational network of 24 NAVSTAR satellites carrying on-board atomic 
standards and providing worldwide coverage is planned for the 1980's with 
the first six satellites to be launched in 1977. Satellites transmit wide­
band signals for which unambiguous time of arrival can be measured accurate­
ly at the receiver. Data is transmitted from the satellite by which the 
user can compute satellite on-board clock errors from the system time as 
well as accurate satellite position. The received information allows the 
user to estimate propagation time and set a local clock. One of the largest 
error sources is anticipated to be due to uncertainties in ionospheric de­
lay. A two-frequency ionospheric delay measurement is available for the 
users who require extreme accuracy. 

This paper discusses the details of the time transfer process, expected ac­
curacy, and equipment configurations. A relatively inexpensive user equip­
ment will be capable of providing time transfer accuracies better than 100 
ns. A more complex equipment will provide higher accuracies for authorized 
users. The relationship between the GPS system time and Universal Time Co­
ordinates (UTC) will also be discussed. 

6. AP~LICATIONS OF PRECISION TIME AND FREQUENCY TO DEEP SPACE NAVIGATION AND 
VLBI: D. Curkendall, Jet Propulsion Laboratory 

The influence of clock error on modern radiometric measurement, range and 
Doppler, is charted. Both coherent (two-way) and noncoherent (one- and 
three-way) systems are considered. 

Examples of Doppler data corrupted by oscillator instability are shown. In 
the case of a crystal oscillator, their effect is clearly seen by directly 
inspecting the data itself. With an atomic standard, autocorrelation tech­
niques are used to separate receiver noise from oscillator effects. 
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Current applications include supplying time and frequency to coherent rang­
ing systems that can operate at the limits of the solar system. The 1981 
Saturn encounter with the Voyager spacecraft will in part be made possible 
by carefully measuring the differential range to the spacecraft from each 
of the two stations separated by intercontinental distances. This demands 
very precise knowledge of the differential clock rateo Efforts to calibrate 
the differential rate or monitor hydrogen maser performance via Very Long 
Base Line Interferometry (VLBI) will be discussed. 

VLBI itself may at once be the technology which demands the most stringent 
performance from future clock systems, and the technique of choice for de­
termining and distributing time and frequency to worldwide nets. These is­
sues will be discussed. 

7. COMPENSATION FOR THE DEPOLARIZATION EFFECTS OF PROPAGATION THROUGH THE AT­
MOSPHERE BY ADAPTIVE POLARIZATION CONTROL TECHNIQUES: SoHo Durrani, NASAl 
Goddard Space Flight Center, C.C. Allen, General Electric Company 

The problem of recovering communications signals that have been depolarized 
will be addressed in this papero Communications signals at Ku-band are es­
pecially subject to depolarization effeets of various degrees of severity 
from light precipitation, rainfall, etc. Considerable loss of signal, sig­
nal variations, and fading, can result from these effects. Cross-polariza­
tion caused by propagation effects as well as antenna misalignment can also 
produce cross-coupling of received signalso 

Adaptive polarization control techniques to compensate for adverse propaga­
tion effects, were developed in connection with a study of dual polarization 
for frequency reuse in a Ku-band communications system. These techniques 
recover the two depolarized signals, which were originally orthogonal when 
transmitted, and separate them into their respective output channels with 
maximum isolation and low losso Circuits for implementing these techniques 
will be presented. 

The circuit operation is based on the assumption that the two orthogonal 
transmitted signals have different pseudo-noise (PN) codes, that both sig­
nal codes are acquir~d at the receiver, and that synchronized reference 
signals are available. Adaptive processors are used to form two cross­
polarized beams with the aid of the reference PN code sequenceso The algo­
rithm uses an estimate of the stronger signal for each beam as the refer­
ence, which causes the weaker signal to be rejected in the feedback path 
and restores the initial orthogonal polarization. 
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Friday A.M. 0900 - 1200 
SCATTERING OF RADIO WAVES, THEORY AND EXPERIMENT 

Chairman: W. Vogel, University of Texas at Austin 

1. BACKSCATTERING FROM A PERFECTLY CONDUCTING, GAUSSIAN DISTRIBUTED, ROUGH 
SURFACE: G.S. Brown, Applied Science Associates, Inc. 

The problem of scattering from a random surface possessing both 
large and small scales of roughness is considered. The analysis 
is specialized to backscattering from a perfectly conducting sur­
face in order to more clearly illustrate the approach. The-analy­
sis employs a perturbation technique developed by Burrows (Trans. 
IEEE, AP-2l, 241, 1973) wherein the small scale surface features 
act as a first order perturbation to the large scale dependent 
physical optics scattering. Thus, the surface height spectrum 
must be split into two parts, i.e., a large scale (A ~AT) and a 
small scale (A~~) part. Such a dichotomy is possible when the 
surface is jointly Gaussian in height, slope, curvature, etc. When 
the slopes of the large scale structure are not too large, a par­
ticularly simple expression for aO(e,<jl) is obtained. That is, the 
result comprises a sum of the large scale dependent physical optics 
term plus a line broadened small scale Bragg result where the 
broadening is determined by the large scale structure. Thislatter 
result is identical to the well known tilted plane Bragg solution 
except for the presence of an additional term. This term is most 
important because it insures the continuous transition between the 
physical optics and Bragg scattering regimes. Of particular sig­
nificance, is the finite (but small) contribution to the normal 
incidence return by the small scale surface structure. A specific 
spectral example is presented and the importance of AT is discuss­
ed. 

2. BACKSCATTERING FROM A HALF-SPACE RANDOM MEDIUM WITH THE RADIATIVE 
TRANSFER APPROACH: L. Tsang, J.A. Kong, Massachusetts Institute of Technology 

In active remote sensing with a radar, the effect 
of volume scattering has been studied with the model of 
a random medium with three dimensional correlation func­
tions. Using a wave approach, the bistatic scattering 
coefficients have been calculated with the Born approxi­
mation. In this report we employ the radiative transfer 
theory by assuming incoherence and far-field interaction 
to calculate the backscattering cross-sections to second 
order in albedo with an iterative process. The first 
order result corresponds to single scattering and checks 
with previous results in the literature. The most signi­
ficant consequence of the second-order result is the 
depolarization effect. This effect is easily appreciated 
by visualizing the induced dipole moments due to the in­
cident wave as well as the scattered wave. While the 
first order moment generates scattered wave with the same 
polarization as the incident wave, the second order moment 
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is now capable of generating waves with polarizations dif­
fering from the original incident wave. The theory is 
applied to low loss and scattering dominant areas such as 
show and ice field, desert, and lunar environment. We 
illustrate the back-scattering results with various nu­
merical examples plotted as functions of frequency and 
incident angles. 

3. A NuMERICAL STUDY OF KIRCHOFF APPROXIMATION IN BACKSCATTERING FROM A RANDOM 

SURFACE: H.L, Chan, Naval Weapons Center, A.K. Fung, Electrical Engineering 
Department, University of Kansas 

The backscattering characteristics of a completely known one­
dimensional random surface are studied by computing the exact surface 
current distribution over the illuminated area by the moment methods 
and then the backscattered field by Gaussian quadrature technique. 
This computation is repeated 40 to 80 times (depending on the incident 
frequency) over different surface segments to obtain enough scattered 
field samples to estimate the average scattered power. If the sur­
face current distribution over a surface segment is estimated by 
the Kirchhoff approximation, the above calculations may be repeated 
to obtain the a.verage scattered power under the Ki rchhoff approxima­
tion. By comparing these two average scattered powers at different 
frequencies, it is found that (1) the Kirchhoff approximation is 
valid over a range of frequencies; (2) over the range where the 
approximation is valid, the average backscattered power need not 
be proportional to the slope distribution of the random surface; and 
(3) further study is needed to establish the range of validity of 
the Kirchhoff approximation. Comparisons are also made between 
existing approximations to the Kirchhoff integral representing 
the average backscattered power and the numerically computed back­
scattered power under Kirchhoff approximation. It is found that the 
choice of approximations depends upon the incident frequency and 
the shape of the surface correlation function. 

4. STATISTICS OF A CONSTANT VECTOR PLUS AN ALGEBRAIC - EXPONENTIAL VECTOR: 
J.L. Ekstrom, Amecom Division of Litton Industries 

In many problems involving the mathematical modeling of various propagation 
and scattering phenomena, it is often necessary to compute the statistics 
of the random variable r obtained by the vectorial addition of a constant 
vector Xo and a non-negative random vector x, the angle between the two 
vectors being assumed to be a random variable independent of r and uniformly 
distributed over (0,211"). 

160 



,I 

Commission F - Session 7 

where m, n, and P are parameters of the ~istribution, the pdf of r may be 
expressed in two different forms (depending on whether r;> x or r < xO)' each 
involving an alternating infinite series of hypergeometric ~unctions of the 
ZFl type. 

The cumulative probability that r exceeds some threshold RO may, when RO~xO' 
also be expressed in an alternating infinite series of ZF~ functions. This 
series is absolutely convergent, and a technique for find~ng a term in the 
series beyond which the term magnitudes decrease monotonically is given; thus, 
if the series is summed to this term, the truncation error will not exceed 
the next term in the series; an asymptotic technique for estimating the size 
of this term is also given. 

5. DELAY DOPPLER PROPERTIES OF THE OCEANIC L-BAND MULTIPATH CHANNEL: A.D. Thompson, 
Boeing Commercial Airplane Company. 

An aircraft-to-satellite channel probe was conducted to investigate the 
oceanic forward scatter multipath properties at the delay-Doppler scatter 
function, S ( T , (0) coordinate level. This function represents the distri­
bution of diffusely scattered power arriving at the receiver with Doppler 
frequency wand time delay T. For the stationary, zero mean complex 
gaussian random scatter process, S ( T , w) completely characterizes the channel 
statistics. Data are presented to illustrate S( T, w) and lower echelon 
parameters such as delay spectra, Doppler spectra, uni-dimensional spread 
parameter measures, auto-correlation functions, and rms total energy as a 
function of velocity vector direction, grazing angle and polarization. 
Results are compared to theory through use of the vector formulation for 
the physical optics very rough surface scatter model. In general, a high 
degree of correspondence between experiment and theory is in evidence. 

6. RADIO SCATTERING LAWS AND THE LUNAR SURFACE: R.A. Simpson, G.L. Tyler, 
Stanford Center for Radar Astronomy. 

Recent analysis of lunar .bistatic radar data obtained during 
flights of Apollos 14~ ~5, and 16 h~s ~hown th~t mare surfaces 
can be reliably ident1f1ed from rad10 1nformat1on alone .. Func­
tions giving probability of surface slope occurence for t1lt 
angles between 0° and 20° were derived from A=13 cm data and 
found generally to agree best with a Hagfors scattering law. An 
exponential law is preferred in a small n~mber o~ cases. A Gaus­
sian scattering law, which has been used 1n earl1er analyses, 
gives significantly poorer agreement than eit~er ~he Hagfors or 
exponential laws for mare (seriously underest1mat1ng the popula­
tion of highly tilted surface elements), tho~gh the difference in 
highlands is considerably less -- perha~s oW1ng to the 'pr~sence 
of large scale surface features which d~stort the dat~ .. Surface 
roughness on 10-20 m horizontal scales 1S as low as 4 1n Oceanus 
Procellarum based on the most recent estimates. Extension of 
these terrain identification techniques to Mars is being actively 
planned. A future study of Venus, where radio methods may be the 
only source of surface information, would also be of interest. 
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7. MICROWAVE THERMAL EMISSION FROM A BOUNDED MEDIUM CONTAINING SPHERICAL 
SCATTERERS: JoAo Kong, Lo Tsang, Massachusetts Institute of Technology 

In passive microwave remote sensing with a radio­
meter, theories have been developed to. study subsurface 
scattering effects cn observed brightness temperatures. 
Models cf a random medium as well as a homogeneous medium 
containing discrete scatterers have been considered. In 
this report we investigate the radiative transfer theory 
applied to thermal micro.wave emission frcm a bounded layer 
of dielectric medium containing spherical scatterers. 
Brightness temperatures are calculated by using the Mie 
scattering functions and compared with Rayleigh results. 
Resonance phenomena that are characteristics of Mie scat­
tering are revealed. Results computed from an iterative 
approach which accounts for single scattering are compared 
with that obtained from a numerical apprcach which acccunts 
for multiple scattering. There are less cscillatory sig­
natures when mUltiple scattering effects and particle size 
distributions are included. The theoretical results applied 
to ice and sncw field, desert, cloud and rainfall, vesicular 
basalt, and lunar environment. The brightness temperatures 
as functions of observation angles and frequencies are ex­
amined for the vertical and horizontal polarizations and 
for different partical size distributions with numerical 
results illustrated and compared with experimental results. 

8. CUMULATIVE ATTENUATION STATISTICS ALONG A LOW-ELEVATION ANGLE SATELLITE­
EARTH PROPAGATION PATH: DoJ. Fang, Propagations Studies Department, 
COMSAT Labs. 

Rainfall statistics such as those specified by the Rice and Holmberg model 
are studied analytically to establish the relationship between precipitation 
at a point and along an earth satellite transmission path, i.e. a slant path 
extended from the point. Rain cells are assumed to be cylindrical, of finite 
ceiling height with the cell diameter decreasing with rain rate in accordance 
with known profiles, e.g., the mesoscale rainfall raincell profile, the 
C.C.l.R. raincell profile, etc. Cumulative attenuation statistics are then 
derived for a slant path based on stochastic considerations, accounting for 
thp- fact that a rain cell which intercepts the path in different ways will 
produce different amounts of attenuation. 

Since the method given here is particularly effective in examlnlng the 
dependence of cumulative attenuation statistics on elevation angle, it is 
especially useful in the determination of cumulative attenuation statistics 
for slant paths from earth stations operating at low elevation angles. 
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90 RAIN ATTENUATION OBSERVATIONS AT 11.7 GHZ WITH THE CTS SATELLITE: 
LoJo Ippolito, NASA/Goddard Space Flight Center 

Long term rain attenuation statistics utilizing the 11.7 GHz CTS beacon 
have been measured at NASA terminals at the Goddard Space Flight Center, 
Greenbelt, Maryland, and Rosman, North Carolina. Continuous monitoring 
of the circularly polarized beacon signal was accomplished with 4.5 
meter antennas employing low noise parametric amplifier front ends. 
Meteorological support data, including rain gauges and dual frequency 
radars, were also utilized to develop prediction models and characterize 
the earth-satellite path. 

The results of the first year of measurements are presented, including 
monthly, seasonal, and annual outage statistics; rain rate-attenuation 
correlation; and scintillation effects. The 11.7 GHz statistics are 
incorporated with 15, 20, and 30 GHz statistics measured with the 
ATS-5 and ATS-6 satellites to provide the first set of rain attenuation 
outage statistics and prediction curves derived from directly measured 
earth-space links. 
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Friday A.M. 0900 - 1150 
ELF TO VLF PROPAGATION AND PROBING II 

Chairman: A.J. Ferraro, Pennsylvania State University 

10 AN EMPIRICAL, TIME-VARYING, IONOSPHERIC MODEL FOR VLF PROPAGATION 
CALCULATIONS: L.A. Berry, R.M. Davis Jr. 

Calculations of the time availability of VLF and LF communications 
links using waveguide mode or wave hop propagrtion models require a 
model of the lower ionosphere that varies realistically with the relevent 
geophysical parameters. To develop such a moclel. we collected over 
500 measured D-region profiles from the journal and report literature. 
These profiles were scaled and analyzed to produce a model of the form 

N(h) = No exp ("" (h-hw))' where' < and hw are simple functions 

of local time, month, sunspot number, 
absence of ionospheric disturbances. 
were determined using multi-parameter 
VLF-LF propagation experience. 

latituo€ and the presence or 
The coefficients of the functions 
linear regression guided by 

The model was validated by comparing propagation variations based 
on the model with measured VLF field strength variations. Some 
inadequacies in the data base and the form of the model are revealed. 
More elaborate models could be derived from the existing data base, 
but the value of doing so is debatable given the uncertainties, the 
sparseness, and the uneven distribution of the available profiles. 

2. COORDINATED MEASUREMENTS OF ELF TRANSMISSION ANOMALIES AND THE PRECIPITATION 
OF ENERGETIC PARTICLES INTO THE IONOSPHERE: W.L. Imhof, J.B. Reagan, 
E.E. Gaines, Lockheed Palo Alto Research Lab., T.R. Larsen, Norwegian 
Defense Research Establishment, J.R. Davis, Naval Research Laboratory, 
W. Moler, Naval Electronics Laboratory Center 

Stimulated by previous findings of a positive qualitative correlation 
between anomalous ELF signal levels and the occurrence of significant 
fluxes of precipitating energetic particles, a special coordinated 
exercise was conducted in March-April 1976 between satellite measure­
ments of the precipitating particles and ELF transmissions between the 
U. S. Navy Wisconsin Test Facility and receiving stations in Maryland, 
Greenland, Norway, and Italy. During this time period significant 
fluxes of precipitating electrons were often measured with the Lockheed 
payload on the polar-orbiting satellite 1972-076B. Based on the fluxes, 
energy spectra, and pitch-angle distributions of the particles, ion­
pair production profiles have been calculated and electron denSity pro­
files subsequently obtained with application of known effective electron 
loss rates. From these and coordinated data taken at other times, cor­
relative studies between signal strengths and electron density profiles 
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are being performed with use of an ELF wave-guide-mode computer program 
developed at the Naval Electronics Laboratory Center. The propagation 
path to each station of interest is segmented into different regions 
with an averaging perpendicular to the direction of propagation of the 
wave-guide parameters. With the inclusion of data from several stations, 
the transmission signal strengths can be studied simultaneously under a 
variety of ionospheric conditions. The correlations between the enhanced 
electron densities and the measured and calculated ELF signal strengths 
will be presented. 

3. TRANSIENT VLF PROPAGATION DISTURBANCES CAUSED BY WAVE-INDUCED ELECTRON 
PRECIPITATION FROM THE MAGNETOSPHERE: B. Dingle, Radioscience Laboratory, 
Stanford University 

VLF propagation in the earth-ionosphere waveguide is. subject to 
transient perturbations at night that coincide with the occur­
rence of whistlers or VLF emissions. A complete explanation of 
this phenomenon involves a wide range of magnetospheric and 
ionospheric physics. Whistler-mode wave bursts propagating in 
the magnetosphere scatter trapped energetic electrons, causing 
some of them to be dumped into a confined area of the lower iono­
sphere. There the electrons produce enhanced ionization which 
forms a bump on the bottom of the ionosphere. The bunip scatters 
VLF waves .traveling in the earth-ionosphere waveguide producing 
changes, in signal amplitude and phase at remote receiving sta­
tions. When the electron precipitation ends, the excess ioniza­
tion decays with a time constant determined by local chemical 
reacti ons. Much of the acti vity in thi s chain of even"ts can now 
be described quantitatively. The results may be used for new 
methods of magnetospheric and ionospheric analysis, and for 
assessing effects on communication and navigation systems. 

4. REFLECTION AND ABSORPTION OF ELF RADIO WAVES IN THE EARTH-IONOSPHERE 
WAVEGUIDE: R.A. Pappert, Naval Electronics Laboratory Center 

As an aid to better understanding ELF propagation in the earth-ionosphere. 
waveguide, full wave ELF modal height gains will be analyzed as regards 
regions of reflection and absorption. In particular, reflection will be 
examined primarily within the context of the Darwin-Hartree microscopic 
th&ory of reradiation. Frequencies between the Schumann band and 75 Hz 
will be discussed for representative' day/night, ambient and disturbed 
ionospheres. Relative contribution to the earth ionosphere waveguide 
modal attenuations due to leakage and absorption will be discussed as will 
sensitivity of propagation parameters to D and E region ledge ionization. 
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5. ROOT FINDING METHOD FOR WAVEGUIDE CALCULATIONS IN TROPOSPHERIC DUCTING 
ENVIRONMENTS: C.L. Goodhart, Megatek Corporation, C.H. Shellman, 
Naval Electronics Laboratory Center 

A crucial problem in analytical waveguide studies is whether or not all 
modes of consequence have been found. A recent mode search technique 
(ref. 1) developed particularly for ELF/VLF/LF propagation in the earth 
ionosphere waveguide finds all modes in any given rectangular region of 
the complex eigenvalue space. The utility of this technique for tropo­
spheric ducting will be examined and compared with the more conventional 
Newton-Raphson scheme which was used in a recent work (ref. 2). Feasibility 
and ease of implementation will be the main concerns. 

1. Morfitt, D.G. and C.H. Shellman, (1976), "MODESRCH," an Improved Computer 
Program for Obtaining ELF/VLF/LF Mode Constants in an Earth-Ionosphere 
Waveguide, Defense Nuclear Agency Interim Report 77T, prepared by Naval 
Electronics Laboratory Center. 

2. Pappert, R.A. and C.L. Goodhart, "Case Studies of Beyond the Horizon 
Propagation in Tropospheric Ducting Environments," Radio Science, Vol. 12, 
No.1, 75-87, 1977. 

6. GENERALIZED CHARACTERISTIC FUNCTIONS APPLIED TO PROPAGATION IN BOUNDED 
INHOMOGENEOUS ANISOTROPIC MEDIA--RECIPROCITY AND ENERGY RELATIONSHIPS: 
E. Bahar, B.S. Agrawal, Electrical Engineering Department, University of 
Nebraska 

The problems of fadio wave propagation, in bounded inhomo­
geneous anisotropic media,. can be expressed as sets of four 
simultaneous first order differential equations with variable 
coefficients [l].When the problem can be reduced to two pairs 
of uncoupled second order differential equations, rigorous 
closed form analytic solutions can be found for special per­
mittivity profiles. If the medium of propagation is slowly 
varying and devoid of critical coupling regions, the solutions 
can be expressed in terms of WKB type characteristic functions. 

A nonsingular transformation matrix is introduced to 
diagonalize the coefficient matrix even when two or more of its 
characteristic values are equal [1]. 

Thus, the original set of differential equations for the 
transverse electromagnetic field components are converted into 
loosely coupled generalized characteristic functions. These 
generalized characteristic solutions are s.uitable for regions 
where there is strong coupling between the upward and downward 
traveling ordinary and extraordinary waves. 
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In this work, numerical solutions are presented for sixteen 
transmission and reflection scattering coefficients that charac­
terize a bounded inhomogeneous plasma in an arbitrarily oriented 
magnetic field. These numerical solutions,for arbitrary excita­
tions,are shown to be consistent with the reciprocity conditions 
for dissipative anisotropic media [2] and also with energy 
conservation for nondissipative media. 

[1] E. Bahar (March 1976), Canadian Journal of Physics, Vol. 54, 
No.3, pp. 301-316. 

[2] D. M. Kerns (January 1976), NBSIR 75-824, Supt. of Doc., 
U.S. Govt. Printing Office, Washington, D.C. 

7. OBLIQUE INCIDENCE OF A PLANE ELECTROMAGNETIC WAVE UPON AN ANISOTROPIC 
LAYER: M. Kisliuk, Department of Electronics, Tel-Aviv University 

A rigorous solution for the oblique incidence of a plane electromagnetic wave 
upon an anisotropic layer (which has as yet not been obtained) is derived from 
two vector integral equations, which are equivalent to Maxwell's equatio~s in a 
source-free region partially filled with material media. 

For an anisotropic layer which ~ and E tensor's elements are constants, the 
integral equations are reduced to two sets of linear algebraic equations. One of 
the sets is equivalent to Maxwell's homogeneous field equations for plane waves 
in the considered anisotropic medium. It determines the complex refraction 
angles, the complex propagation constants, and the relations between the electric 
and magnetic intensities components of the four waves excited in the layer by an 
incident wave. The angle of incidence and the polarization of the incident wave 
are arbitrary. 

The second set of four equations determines the complex amplitudes of each of the 
four waves inside the layer. Expressions are derived for the computation of the 
complex amplitudes of the reflected, and the transmitted waves. 
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Friday A.M, 0900 - 1140 
WAVE PHENOMENA IN IONOSPHERE AND MAGNETOSPHERE 

Chairman: R.A. He11iwe11, Radioscience Laboratory, Stanford University 

1. CONTROLLED NONLINEAR WAVE-WAVE INTERACTION IN THE MAGNETOSPHERE: D,C.D. Chang, 
·R.A. He11iwe1f, Radioscience Laboratory, Stanford University 

Manmade whistler mode (WM) waves propagating along a geomagnetic 
field line in the magnetosphere and interchanging energy with 
energetic electrons often interact with other WM waves at nearby 
frequencies. Using the Siple Station transmitter an experiment 
was performed to determine the critical frequency separation 
within which wave-wave interaction (WWI) occurs. Several constant 
frequency waves were sent into the magnetosphere simultaneously. 
The frequency spacing between these waves was varied from 50 Hz 
to 5 Hz from time to time. Preliminary results showed that the 
rate of emission triggering by a group of such waves increased 
with the frequency spacing. This indicates that two waves with 
frequency difference less than 50 Hz are coupled to one another. 
One wave component may transfer its energy to another or it may 
suppress the gtowth of another. Coupling is attributed to overlap 
of the perturbed electron distribution functions associated with 
each wave. Each wave organizes electrons in a finite Vu range 
centered on the corresponding resonant velocity. When the vii 
perturbation ranges of two waves overlap, the electrons in the 
region of overlap are 'shared' by the two waves and consequently 
their effectiveness for growth of one or the other of the two waves 
is reduced. 

2, SIMPLIFIED COMPUTER SIMULATION OF MAGNETOSPHERIC VLF TRIGGERED EMISSIONS: 
T.L, Crystal, Radioscience Laboratory, Stanford University 

The problem of ·the growth and triggering of coherent VLF waves in tile 
magnetosphere is attacked using a new computer simulation. The program 
formulation is based on a simple physical interpretation of the inter­
action physics which aims to relate observed ASE characteristics to 
measurable flux parameters. The simulation introduces a monochromatic 
WM signal into a collection of electrons having equal perpendicular 
velocities (v.L) ·but a range of parallel velocities (v,,) spread 
uniformly over a band around resonance. At first the associated electron 
density distribution is assumed uniform in VII (the "flat top distri­
bution" of earlier work). It is found that when a range of VII 

exceeding a few trapping widths is included, the resulting phase 
bunched current, aligned with the stimulating wave's magnetic field, 
is negligible. In treating a 'tilted' distribution, this flat top 
contribution can properly be subtracted out of the total current 
integral. The simulation now involves only a narr.ow range of v" 
(2-3 trapping widths) near resonance and thus requires substantially 
less compute~ memory and manageably short run times. The total wave­
stimulated current at a single value of v~ is now attributable to the 
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electron density slope near resonance. This current has a phase that 
is closely aligned with the wave's electric field and a damped 
oscillating amplitude. These new simulation results agree with both 
linear analytic treatments (e.g., Istomin and Karpman (1973» and 
computer simulations using many more particles (e.g., Rathmann, Vomvoridis 
and Denavit (1977» that also involve only single valued v,. However 
repeating the simulation at several vl shows the necessity of including 
a range of pitch angles in any total stimulated current integral. 

3. FAILURE OF LOCAL, LINEAR STABILITY ANALYSIS FOR ALFVEN WAVES IN THE SOLAR 
WIND: B. Abraham-Shrauner, Department of Electrical Engineering, 
Washington University 

The growth rates of Alfv~n waves (ion cyclotron branch) are discussed 
in local, linear stability analysis for solar wind, high speed stream 
data from IMP-7 1. Plasma parameters and growth rates are given for 
17 measurements. The dispersion relation for magnetic field aligned 
modes has been solved numerically for proton and electron distribution 
functions which are each modeled by two drifted bi-Lorentzians. Although 
about a third of the measurements show the field aligned Alfven mode is 
stable, arguments are given from previous work2 to show that the waves 
are expected to be unstable for oblique propagation. The observed 
proton distribution appears stable but the e-folding time for the 
instability is at most several minutes leading to a failure of the 
local, linear stability analysis. A nonlinear Alfven wave whi§h is 
a stationary solution of the Vlasov equation has been proposed to 
explain the discrepancy. A criterion for choosing an inhomogeneous 
distribution in lowest order is discussed. 

1. Feldman, H.C. (private commurication) 

2. Montgomery, M.D., S.P. Gary, W.C. Feldman, and D.W. Forslund, 
J. Geophys. Res. 81, 2743 (1976). 

3. Abraham-Shrauner, B. and W.C. Feldman, "Nonlinear Alfv~n Haves 
in High Speed Solar Wind Streams" J. Geophys. Res. (in press). 

4. LINEAR WAVE COUPLING AND GROWTH IN THE LONG DELAYED ECHO MECHANISM: 
T.L. Savarino, F.W. Crawford, Institute for Plasma Research, Stanford University 

The phenomenon of long delayed (~ lO s) radio echoes from the 
ionosphere has been a subject of interest since its discovery in 
1928. Using a simplified model of the ionosphere, with a vertical 
electron density gradient, we have investigated some problems of 
linear wave coupling required by a mechanism previously advanced 
to explain the occurrence of these echoes. 1 
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In the first step of this process, some energy from an 
ordinary wave is transferred to a right-hand polarized wave by 
electron density perturbations in the vicinity of the ordinary 
wave reflection point. The strength of this interaction is cal­
culated us1.ng Fosterling's coupled equations. For a density 
perturbation of 0.1%, over 10% of the energy in the ordinary 
wave can be transferred to the right-handed wave. 

Energy that has been coupled into the right-band polarized 
wave can then experience amplification, and propagate with low 
group velocity (""'" 1 km/s), via a beam-plasma interaction with 
electrons that precipitate along the earth's magnetic field lines. 
The quasistatic dispersion relation for the beam-plasma inter­
action has been evaluated using both a macroscopic approach and 
a low-temperature expansion of the microscopic tbeory_ Growth 
rates and group velocities have been obtained numerically. 

The amplified plasma wave couples to an ordinary wave which 
propagates to the ground. For plausible parameters for the beam­
plasma interaction, and assuming a density variation as small as 
0.1% in 100 meters, the coupling to an ordinary wave is approxi­
mately -60 db. 

1. Crawford, F. W., Sears, D. M. and Bruce, R. L., J. Geophys. 
Res. ]2, 7326 (l970). 

5. IONOSPHERIC DIAGNOSTICS THROUGH MEANS OF COHERENT WAVE INDUCED PARTICLE 
PRECIPITATION: UoS. Inan, ToFo Bell, RoAo Helliwell, Radioscience 
Laboratory, Stanford University 

Energetic electrons in the radiation belts are precipitated into 
the ionosphere through interaction with coherent VLF waves from 
ground transmitters. The particles interact with the waves in 
the cyclotron resonance mode, resulting in the amplification of 
the waves (up to 30 dB) and pitch angle scatteriilg of the par­
ticles. A computer simulation approach used to study the par­
ticle scattering shows that energetic particle fluxes as large 
as 5 ergs/cm'-sec can be precipitated by a wave with intensity 
of the order of 10 my. Complete equations of motion are em­
ployed in the simulation, and the results are compared with 
those of linear theory. The full distribution of particles is 
simulated by test electrons appropriately distributed in energy 
and pitch angle. By computing the scattering of these test par­
ticles, the precipitated flux is obtained. The method used is 
quite general and can be applied to any kind of particle distri­
bution. The perturbation in the 0 region produced by the flux 
precipitated by a 10 my, 5 kHz wave is calculated for field 
lines both inside and outside the plasmapause and it is shown 
that significant perturbations can be produced in the nighttime 
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ionospilere. Thus, using controlled VLF wave injection experi­
ments, it appears possible to study both chemical and transport 
processes in the ionosphere as well as coupling processes be­
tween the ionosphere and the magnetosphere. In addition, this 
tool offers a means to study the Trimpi effect in which preci­
pitated particles affect the phase and amplitude of VLF waves 
propagating in the earth-ionosphere waveguide. 

6. THE PLASMAPAUSE AS A SECONDARY SOURCE FOR PLASMASPHERIC HISS: W.J. Malloy, 
R.M. Thorne, University of California, Los Angeles 

The effect of the plasmapause on whistler-mode wave propagation 
in the plasmasphere has been investigated with the use of a roy tracing 
model. If one assumes that the waves originate by cyclotron reSOnance with 
medium energy radiation belt electrons, the source region is expected to be 
confined to the geomagnetic equatorial region just within the plasmapause 
and the initial wave normal should be confined to a cone aligned along the 
magnetic field. The waves then generally propagate outward at oblique 
angles to the magnetic field until they reach the plasmapause. A major 
fract.ion of these waves are internally reflected and subsequently propagate 
to fill the plasmaspheric cavity with whistler-mode waves. This behavior 
·is consistent with satellite observations that show a relatively steady band 
of turbulent ELF hiss throughout the plasmasphere. A small fraction of the 
wave energy is ducted along the plasmapause down into the ionosphere. 
Only a mincir part of the wave energy incident at the plasmapause is able 
to escape from the p lasmasphere • 

7. COMPUTATIONS FOR IMPULSE PROPAGATION IN A MAGNETOPLASMA: R.J. Vidmar, 
F.W. Crawford, Institute for Plasma Research, Stanford University 

The propagation of delta-function pulses in a magnetoplasma 
is being investigated analytically and numerically, using para­
meters appropriate to the ionosphere at a height of 450 km. The 
treatment includes the effects of magnetic field, positive ions, 
and momentum transf.er collisions. The impulse propagation is 
studied for principal modes, which are represented in terms of 
inverse Laplace transfol~s. These expressions are evaluated 
analytically, or by appropriate asymptotic expansions. 

Results will be presented for all branches of propagation 
parallel and perpendicular to the magnetiC field. Some simple 
expressions have been found for the upper branch (right-hand 
polarization), and lower branch (left-hand polarization), for 
parallel propagation, and for the ordinary mode and the upper 
branch of the extraordinary mode, for perpendicular propagation. 
The remaining branches (whistler, ion cyclotron, upper hybrid, 
lower hybrid) are characterized by group velocities much less 
than the speed of light, and are best treated by asymptotic 
analysiS, when the time of propagation is long. Computations 
for these branches will be presented. 
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8. VLF WAVE TRAPPING IN MAGNETOSPHERIC DUCTS: P.A. Bernhardt, Radioscience 
Laboratory, Stanford University 

Electron density enhancement requirements for ducting of VLF 
signals in the magnetosphere are considered. Over 3000 ray 
trajectories have been calculated and catalogued for propagation 
in ducts of varying sizes. Gaussian ducts were used with L-· 
shell half widths ranging from .01 to .08 earth radii. The 
duct enhancements vary from 5 to 30%. Rays were injected at the 
equator with ranges of initial wave normal angles and positions 
inside a duct. The trapping characteristics of ducts as a 
function of initial conditions and duct parameters are presented 
in the form of contour maps of the altitude where the ray leaves 
the duct. From this study we conclude that: 1) wider ducts re­
quire larger enhancement factors; 2) it becomes more difficult 
to trap rays as the wave frequency approaches one half of the 
equatorial gyrofrequency where theoretical cutoff in ducting is 
predicted, and 3) in a few cases, rays with frequencies above 
the equatorial half gyrofrequency can propagate from one hemi­
sphere to another, crossing the equator in an unducted mode. 
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Friday P.M. 1400 - 1640 
ANTENNAS 

Chairman: G.A. Thiele, Ohio University, Columbus, Ohio 

1. SIDELOBE REDUCTION AND ANGULAR RESOLUTION IN RANDOM, THIN ARRAYS: 
B.D. Steinberg, University of Pennsylvania, Philadelphia. 

The angular resolution of a random, thin antenna array is 
determined primarily by the beamwidth and the average sidelobe 
level. The average sidelobe level relative to the main lobe is N-

l 

where N is the number of elements. Large numbers of elements, 
which implies high cost, usually are required to hold the sidelobes 
to an acceptable level. It is found that for the case of two 
targets of widely differing cross-section N may be reduced by a 
factor of the order of 3 or 5 without impairment of the angular res­
olution by subdividing a random array into statistically identical 
subarrays and multiplying their outputs. Theory and simulation 
results are presented. 

2. RECTENNA DESIGN CONSIDERATIONS: Jefferson F. Lindsey, University 
of Houston, Houston, Texas. 

The rectenna is the major element used in the conversion 
of a,c. microwave energy into a d.c. form of energy. 
Major design factors include efficiency, cost and the 
environmental effects. The efficiency is related to 
the antenna type, the materials used for fabrication and 
the power-level which is rectified in the diode. The 
optimum antenna would be one which has a high radiation 
resistance compared with ohmic losses and one which 
occupies a small physical area and at the same time 
has a large electrical capture area. The helical 
element is suggested as a candidate and is compared 
with other types of antenna elements. Another limiting 
factor is the amount of power which is rectified by 
the diodes. Since the barrier voltage of a diode must 
be exceeded before the diodes act as conductors, the 
conversion efficiency is a function of power level. 
An opposing factor is related to environmental and 
biological effects of a sustained r.f. field at high 
fevels. This includes effects on the ionosphere and 
trophosphere in the case of the proposed space solar power 
station and effects on plants and animals which may 
be in the path of the microwave energy. Finally, the 
cost is particularly important for large rectenna farms 
which may be several miles in diameter for power trans­
mission from space. A recent proposal by NASA has 
called for a rectenna with an output of 5 GW. 
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3. CURRENT INDUCED ON AN INFINITE HORIZONTAL WIRE ABOVE A LOSSY 
EARTH BY AN ARBITRARILY-ORIENTED DIPOLE: D.C. Chang, A. Hoorfar, 
E.F. Kuester, University of Colorado, Boulder, Co. 

An electric Hertzian dipole located above a plane lossy earth excites 
an infinite thin horizontal wire parallel to the air-earth interface. 
An integral equation for the current induced on the wire is obtained in 
the thin-wire approximation by requiring the total fields to satisfy the 
boundary conditions at the wire as well as at the surface of the earth. 
The solution of the integral equation can be written as the sum of dis­
crete mode contributions as well as radiation components. Numerical 
results for the current have been obtained for various heights and 
orientations of the dipole, as a function of distance along the wire. 
These results are of practical interest in the design of guided radar 
systems, and also in studies of external interference with transmission 
lines, since the two-wire transmission line corresponds to the limiting 
case of a perfectly conducting earth. 

4. OPTIMIZATION OF THE RECEIVING LOOP ANTENNA WOUND ON A CYLINDRICAL 
FERRITE CORE: T.L. Simpson, University of South Carolina, Columbia, 
S. C. 

Abstract: The magnetostatic potential on the surface of a cylindri­
cal ferrite rod subjected to an incident magnetostatic potential 
field is determined by numerical solution of Phillips' integral 
equation. The incident potential may arise from a distant source 
enabling the computation of the received open-circuit voltage 
available from a pick-up loop wound on the core. Alternatively, 
the incident potential may emanate from current in the loop itself 
in which case the self inductance may be determined. By employing 
the open-circuit voltage and the self-inductance in an equivalent 
circuit representing a broadband receiver, conditions are obtained 
for maximum power into the receiving load. A relation is found 
which expresses the ratio of the received power to the core volume 
and the optimum volumetric efficiency is determined for cores of 
various aspect ratios and permeability. 
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5. INPUT IMPEDANCE CHARACTERISTICS OF ANTENNAS ON FINITE GROUND 
PLANES: A.W. Glisson, D.R. Wilton and B.M. Duff, University 
of Mississippi, University, Mississippi. 

The numerical modeling of antennas on finite ground planes and 
near bends or edges is of great importance since these situations 
arise frequently in practical applications, such as in modeling an 
antenna in a shipboard environment. In this paper the problem of 
determining the input impedance of antennas located on rectangular 
finite ground planes and near bends is considered. The electric 
field integral equation is solved numerically for plate and wire 
currents by employing an extension to a very successful scheme 
recently developed for handling surfaces with sharp bends. Features 
of the method are that it is simple, efficient, highly convergent, 
and is capable of treating small ground plane sizes (dimensions of 
the order of twenty wire radii or larger). Numerical and experimental 
results for antennas and flat ground plane structures of various sizes 
have been obtained and work is currently in progress for treating 
non-perpendicular antennas and antennas near bends and edges of finite 
ground planes. Results indicate that the impedance values for an 
antenna on a finite ground plane tend to oscillate about the value 
for the antenna on an infinite ground plane. The impedance values for 
small ground plane sizes differ significantly from other results which 
have appeared in the literature. For very small ground planes, the 
impedance approaches that of an end-fed antenna, as one might expect, 
and is almost completely reactive. 

6. SOME EFFECTS OF SLOTS IN A GROUND PLANE UPON THE PERFORMANCE OF A 
MONOPOLE: S. Singarayar, C.M. Butler, and K.R. Umashankar, University 
of Mississippi, University, Mississippi. 

The effects of narrow slots in a ground plane upon the charac­
teristics of a monopole over the plane are assessed. Cracks and 
other narrow slots in a ground plane or.screen alter the current 
distribution in the screen from what it would be without such aper­
tures present, and, thus, they can influence the monopole current. 
In some cases, slots and cracks occur inadvertently due to fabrica­
tion of a ground plane and in other cases they may be introduced 
to accomodate .probing of electromagnetic fields. In any event, the 
slot presence must be accounted for in an accurate investigation of 
monopole performance. The monopole in the presence of. a slotted 
ground plane is investigated in this paper, and coupled, integro­
differential equations are formulated for this problem with full 
account taken of the interaction between the monopole and slot. 
These equations are solved numerically and the effect of the pres­
ence of the slot upon the monopole current and input impedance is 
investigated for various cases of interest. In addition, transient 
currents on the monopole and the associate transverse electric field 
in the narrow slot·are determined subject to EMP excitation. 
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7. THE EFFECT OF SMALL RADIAL GROUND SCREENS ON INTERMEDIATE FIELD 
STRENGTH OF HF ANTENNAS: Michael Jay Dick, Naval Electronics 
Laboratory Center, San Diego, California. 

The effect of large radial ground screens is a well researched topic. 
However, the effect of small radial ground screens is relatively unstudied. 
This study utilizes standard numerical modeling computer programs interfaced 
with numerical solutions of the Sommerfeld integral to determine the effect 
of small numbers of radials on intermediate distance field strength of 
simple whip and dipole antennas. These models are made for various lengths 
and numbers of radials over a variety of ground types. 

8. CHARGE AND CURRENT DISTRIBUTIONS ON CROSSED-MONOPOLE TRANSMITTING 
ANTENNA: ~illiam E. Beyatte, Lawrence Livermore Laboratory, Livermore, 
Ca. and Robert W. Burton, Naval Postgraduate School, Monterey, Ca. 

Experimental measurements of charge and current density distribu­
tions on crossed-monopole antennas have demonstrated that the 
locations and electrical lengths of the cross segments have sig­
nificant and widely varying effects on the distributions along 
the antennas: Crossed-monopoles may serve as models for fixed 
wing aircraft, and the empirical results obtained can advance 
the analysis of the currents induced on aircraft which have been 
exposed to electromagnetic fields such as those associated with 
the Electromagnetic Pulse (EMP). The addition of a cross arm to 
n base fed monopole results in a change in the feed point imped­
ance as well as current and charge distributions. The change is 
a function of cross arm lengths and angle of intersection. 

Charge and current density distribution data was recorded on a 
moderately thick (ka ; .2) base fed crossed-monopole antenna 
constructed with a 45 degree angle of intersection. The results 
are compared with base fed monopole of the same height. Four 
configurations were investigated, each representing a different 
combination of charge and current maxima and minima at the junc­
tion. 

The oblique i.ntersection of the cross arm resulted in asymmetri­
cal distributions on the antenna segments. The most prominent 
effects were present along the lower vertical and lower cross 
arm segments where two factors, the greater standing wave ampli­
tudes and the close physical proximity, combined to produce 
large charge concentrations and current magnitudes. 
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Friday P.M. 1400 - 1600 

TIMING AND CARRIER PHASE 
RECOVERY IN DATA COMMUNICATION 

Chairman: L. E. Franks, University_of Massachusetts 

1. CARRIER SYNCHRONIZATION IN COHERENT COMMUNICATION SYSTEMS: 
W.C. Lindsey, University of Southern California 

Central to the problem of coherent demodulation of bi-phase, staggered 
quadriphase and minimum shift keyed signals (BPSK, QPSK, MSK) is the 
establishment of carrier and clock references at the receiver. New 
signal designs of the suppressed carrier type are currently being 
planned for advanced satellite systems. They include unbalanced quadri­
phase shift signals (UQPSK) in which the power as well as the data rates 
in the I and Q data channels are unequal and vary over a wide dynamic 
range. 

This talk will review the status of contemporary suppressed carrier 
recovery techniques and discuss new and alternate methods. Particular 
emphasis is placed on techniques of interest in satellite communications. 
The problems of filter bandwidth selection, phase ambiguity, false-lock 
and sync acquisition will be discussed as a function of the PCM baseband 
signaling format chosen (NRZ or Manchester). In addition, the effects 
which bandlimited nonlinear channels (TI<TAs) produce on the carrier 
recovery process will be addressed along with the problems of low bit­
rate demodulation and oscillator phase noise effects. If time permits 
techniques for incorporating AGC in the receiver and lock detection will 
also be discussed. 

2. THE FALSE-LOCK PERFORMANCE OF COSTAS LOOPS WITH HARD-LIMTl'ED IN-PHASE 
CHANNEL: M. K. Simon, Jet Propulsion Laboratory 

The ability of a Costas loop to false lock on a data sideband is a problem 
which must be dealt with in the design D,f suppressed-carrier receivers 
which employ such loops for carrier reconstruction. For conventional 
Costas loops wherein the error signal is formed from the product of two 
analog signals, 'the false lock problem has recently been investigated by 
the author and others and is now well understood. For implementation 
reasons associated with the reduction of dc offsets, it is often desirable 
to hard limit the output of the in-phase channel and replace the analog 
multiplier which forms the above product with a shopper-type device. The 
false lock behavior of such a Costas loop with hard-limited in-phase 
channel is quite different from that of the conventional Costas loop 
and is the subject of investigation in this paper. Results are also 
presented for a modified version of the Costas loop wherein the quadrature 
arm filter is removed. This configuration has recently been suggested 
as a means of improving the false lock performance of the Costas loop 
with hard-limited in-phase channel. 
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3. HANGUP IN PHASELOCK LOOPS: F. M. Gardner, Gardner Research Company 

Phaselocked loops (PLL's) occasionally exhibit unduly-prolonged 
phase transients during initial acquisition of lock. The loop ap­
pears to stick, temporarily, at a large value of phase error before 
settling to its normal tracking condition of small error. This 
phenomenon has been dubbed the "hangup" effect. 

Hangup is 
detector. 
that occurs in 
back and forth 

associated with the reverse-slope null of the phase 
The problem is caused by the small output voltage 
the vicinity of the reverse null and by equivocation 
across the null. . 

Dwell time at the hangup point is finite--the loop cannot re­
main indefinitely at the unstable null--but even a short dwell 
time may be excessive for some applications. An example arises in 
TDMA communications where rapid acquisition is demanded for 
efficient usage of channel time. Failure of. a PLL to settle within 
an allotted preamble time prevents correct detection of an identi­
fication marker and causes loss of the entire burst. 

Recent practice in TDMA synchronizers has been to substitute 
narrowband, tuned filters for for a PLL in order to avoid the 
hangup effect. The resulting equipment tends to be overly complex 
and suffers from other unwanted characteristics. A hangup-free, 
phaselocked synchronizer would be preferable. 

In this paper we examine the causes of hangup,and formulate 
necessary conditions for its prevention. Methods are suggested 
for implementing the conditions and a particular implementation 
is proposed. 
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4. FALSE LOCK IN BPSK AND QPSK CARRIER RECONSTRUCTION LOOPS: H. Chang, 
J. J. Spilker, Jr., Stanford Telecommunications, Inc. 

One common problem encountered in BPSK and QPSK carrier reconstruction 
loops with closed-loop sweeping is false lock: namely, the loop locks 
to a sideband instead of the genuine carrier. The carrier reference 
constructed from a sideband locked loop is generally located at a mul­
tiple of the symbol rate divided by two (BPSK) or four (QPSK) away from 
the actual carrier frequency. 

The false-lock sidebands are shown to be originated essentially from the 
modulation distortion effect. The more serious the modulation distortion 
effect, the larger the relative sideband magnitudes. If the power con­
tained in the sidebands is sufficient and if the frequency sweep range 
is greater than one quarter (BPSK) or one eighth (QPSK) of the symbol 
rate, the result could be a false lock rather than the desired carrier 
lock. In the case of a Costas-type loop, modulation distortion is due 
mainly to the finite I/O filter bandwidth. It is analytically demon­
strated and experimentally verified that by appropriate widening of the 
I/O filter bandwidth, the false-lock sidebands can be greatly suppressed. 
Possible means of preventing false lock other than suppressing the side­
bands are also discussed. 

5. HIGH-PRECISION DOPPLER TRACKING BETWEEN SPACECRAFT: J. J. Stiffler, 
Raytheon Company 

A phase-coherent, dual-frequency link was established, during the Apollo­
Soyuz mission, between the Docking Module that connected the two space­
craft and the Apollo Command Service Module. This link was used to per­
form Doppler measurements between the two modules to a millihertz freq­
uency (in 10 to 100 seconds integration time). These measurements were 
made in an attempt to detect mass concentrations (mas cons) in the earth's 
crust. 

The link operated at 162 and 324 MHz. The master oscillators in the 
transmitter and receiver b.oth had a frequency stability of 1.5 parts in 
1012 (in 10 to 100 seconds integration time). Both receiver channels 
used phase-locked loops to minimize the errors introduced by additive 
noise. The outputs of these loops were processed digitally and the re­
sulting information was encoded and recorded on magnetic tape for sub­
sequent data reduction. 

This paper describes briefly the instrumentation system concept and its 
implementation. It then summarizes the analysis used to estimate the 
Doppler measurement inaccuracies caused by various instrumental and pro­
pagation effects, including those due to multipath reflections from the 
earth's surface. The resulting error estimates are compared to those 
actually measured. 
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6. OPTIMUM RECEPTION OF DIGITAL DATA'SIGNALS IN THE PRESENCE OF TIMING­
PHASE HITS: D. D. Falconer, R. D. Gitlin, Bell Laboratories 

Protection switching of microwave radio channels results in a timing-phase 
discontinuity and occasional long error bursts in the demodulated data 
signal. Using an idealized mathematical model we derive receivers which 
rapidly track such delay hits, whether or not a timing-pilot tone is 
used. Since the receiver is at a different physical location from the 
switch, the tracking algorithm must also sense the occurrence of a switch. 
A dual-mode data-directed structure is revealed as being optimum; a narrow­
band tracking loop is used for steady-state operation, while a wideband 
tracking loop provides rapid recovery from the timing transient. An 
error-sensing non-linearity, which incorporates hysteresis, inhibits 
erroneous noise-induced mode transitions. Oversampling of the demodulated 
data signal rapidly establishes a coarsely-quantized optimum sampling 
phase, and permits the dual-mode tracking loop to operate in a data­
directed manner. Data-directed operation permits greater loop bandwidths, 
·since the data energy is not perceived as noise. 

Simulation of a system employing a dual-mode data-directed and coarse­
quantized timing loop has demonstrated dramatic reduction of the length 
of error-bursts following a protection switch. For example, at the data 
rate of 1.544 M bits/sec a conventional phase-locked loop with a 100 Hz 
bandwidth, when displaced half a symbol interval by a delay-hit, would 
typically sustain an error burst 15,000 bits in duration. When such a 
delay-hit stresses the dual-mode timing loop,. simulation has indicated 
error bursts on the order of IS-bits in duration. 

7. SIGNAL DESIGN FOR IMPROVED SYNCHRONIZATION IN CARRIER DATA SYSTEMS: 
L. E. Franks, University of Massachusetts 

The use of highly efficient signal formats for carrier data systems, such 
as VSB/PAM and QAM/PAM with suppressed carrier and no additional pilot 
signals, presents special problems in connection with the recovery of the 
carrier phase and symbol timing information. The conventional approach 
involving independent estimation of carrier phase with a Costas loop 
followed by symbol timing recovery from the demodulated baseband signal 
can be shown to be completely ineffective for modulation schemes of this 
type. On the other hand, an approach based on joint recovery of the two 
types of timing 'parameters provides satisfactory, and sometimes close to 
optimum, performance. A data receiver structure, derived from the prin­
ciples of joint maximum-likelihood estimation, is proposed. There are 
both open-loop and closed-loop versions of this structure for estimation 
of the two parameters. 

A simplified expression for the receiver performance, in terms of r.m.s. 
jitter in the timing parameters, is presented. This expression allows 'a 
study of the effects of various parameters on the receiver performance. 
In particular, for sharply bandlimited systems, the shape of the data 
pulse has a strong influence on the amount of jitter and some results 
concerning optimum pulse shapes have been obtained. An evaluation of the 
"bandwidth vs. jitter" tradeoff is also considered. 
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Friday, P.M. 1400 - 1640 

THEORETICAL AND EXPERIMENTAL STUDIES 
OF RADIO PROPAGATION PROBLEMS 

Chairman: C. R. Beard, Naval Research Laboratories, Washington, D. C. 

1. ATMOSPHERIC REFRACTION COMPENSATION TRANSFORMATIONS: Dr. W. M. Cornette, 
Naval Weapons Center 

A transformation to compensate for ray curvature due to atmospheric 
transmission is a very useful tool in evaluating first order effects of 
refraction on electromagnetic wave propagation. The transformation in 
use at the present time is the effective (or 4/3) earth's radius. 
Unfortunately, this transformation has been greatly misunderstood and 
misused. The classic derivation of this transformation is incorrect 
resulting in a transformation which is not conformal and does not map 
rays into straight lines. Using the same basic techniques used to 
obtain the effective earth's radius, an effective radius transformation 
iB obtained which eliminates most of the errors inherent in the effective 
eartll's rod illS. Finally, using the differential cqll3tions for curvature 
and ray tracing, the correct transformation is obtained and compared 
with the other two transformations. 

2. BEAM PROPAGATION IN RANDOMLY PERTURBED LENS-LIKE MEDIA: A WAVE-KINETIC 
APPROACH: 1. M. Besieris', W. B. Stasiak, Virginia Polytechnic Institute 
and State University, and F. D. Tappert, Courant Institute of Mathematical 
Sciences 

A technique has been developed for ,extending conventional 
ray-tracing methods to incorporate both diffractive and refractive 
effects associated with the propagation of beamed signals through 
randomly inhomogeneous media. The formalism is illustrated by 
considering .the propagation of partially coherent cw focused laser 
beams in randomly perturbed lens-like media (e.g., selfoc fibers, 
laser-induced plasmas, etc.). Physical observables such as position 
and angle variances, as well as the decay of mean power from 
the fundamental unperturbed mode and mean power transitions 
to higher modes, have been computed in special cases and 
numerical results will be presented. Finally, the possibility 

.of beam stabilization by means of spatially dependent 
conductivity will be discussed. 
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3. PROPERTIES OF JOINT GAUSSIAN STATISTICS: D.L. Knepp, Mission Research 
Dorporation, and G.C. Valley, Hughes Aircraft Corporation 

In this paper joint- or complex-Gaussian statistics are assumed 
to apply to the in-phase and quadrature components of an electromagnetic 
wave which has propagated through a turbulent medium, and the consequences 
of this assumption are compared to tropospheric, ionospheric, and laboratory 
propagation experiments. New curves for the cumulative probability distri­
bution of intensity and for the variance of intensity versus the variance 
of the logarithm of intensity are presented. Joint-Gaussian statistics 
are shown to fit the total set of turbulence propagation results better 
than the Log-normal, Rice-Nakagami or Nakagami-m distributions. But a 
major feature of optical observations cannot be fit by joint-Gaussian 
statistics: straight-line cumulative intensity distributions in the 
saturation regime which reflect a large probability of occurrence of high 
intensity spikes. 

4. SPECTRAL BROADENING IN A RANDOM MEDIUM WITH ANISOTROPIC IRREGULARITIES 
~D VELOCITY FLUCTUATIONS, R. Woo, Jet Propulsion Kaboratory, F. C. Yang, 
D~kewood Corporation, A. Ishimaru, University of Washington 

Hhen a monochromatic radio wave propagate:s through a random 
medium, it undergoes spectra 1 broe,deni ng if thE: refracti ve index 
f1 uctuat ions are strong. The~,e effects hitve, for example, been 
observed in planetary (inciud'ing earth) ionosphet'es as well as 
the solar corona. In previous viOrk \,e obtained a solution fot' 
spectra'i bY'oadening by dpplying the i~arkolJ approximation to the 
parabol ic ,,:ave cGuaticn and studying the Fourier transform of 
the Mutual coherence function, The irreguiaritie5 were assumed 
to be isotropic dnd their spatial have r;uhbe,;' snectrum to be po\\'er­
law with spectrnl index p. Because the irregularities tend to 
be anisotropic due to alignment with the magnet~c field, we con·· 
sider the effects of anisotropy in this raper. He show that 
whi 1 e ani sotrop), increases the bandl':; dtr! of H" spectruol, the 
shape of the spectrum ren~ins uncha~0~d for a given valu~ of D. 
The 'increase is qreatest when the r,mqnetic fie'ld is tranwerse 
to the prDpftgati~n path, I~en t~r axial ratio of the irregu-
1arities ;s less than t\'iC. tr,e bi1n.j',ddth incY'e~::c is les~ th~n 
t!lreefcld. ~lowever~ for iarger axial ratios, an increase in bard­
width by as much as a -(',ctor of 10 is possil'le. It is elso shiMn 
that \1ind velocity fluctuations caus" slight increases in the 
bandwidth but do not chunge the spectrum shape:. 
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5. RADIOMETRIC RECOGNITION OF COHERENCE IN THERMAL RADIATION THROUGH 
DIELECTRIC LAYERS: K. R. Carver, University of Kansas 

The response of microwave and infrared radiometers to thermal radia­
tion passing through a spatial filter may be described in terms of the 
observed degree of coherence and apparent emissivity. For example, 
an incoherent plane wave passing normally through a lossless dielectric 
sheet will in general be recognized as partially coherent, with the 
degree of coherence y depending on the sheet thickness d and the 
bandwidth of the radiometer. The coherence length associated with a 
bandwidth lIf is given by dc = c/llf; if a dielectrk sheet with constant 
Er has a thickness d, then it can be shown that the degree of coherence 
is given by y = (sin X)/X where X = Old) (Min with a being the 
midband phase constant of the dielectric. This means that incoherent 
thermal radiation passing from terrain or sea surfaces through di­
electric slabs or films will in many practical situations be recog­
nized as coherent by microwave radiometers but as incoherent by 
infrared radiometers. For example, a 69.8 GHz radiometer with 
lIf =1 GHz which is used to observe oil films on sea water will recog­
nize nearly complete coherence (y " 99%) and SOK brightness tempera·­
ture oscillations as the film thickness varies; this has been verified 
experimentally by workers at NRL. A 13~ infrared radiometer with 
lIA = I~ which views the same scene would not see the interference 
fringes, si~ce y " .01%. 

6. RELATIONSHIP BETWEEN REFRACTIVE BENDING AND RETARDATION:* S. Weisbrod, 
L. A. Morgan, Teledyne Micronetics 

The paper deals with the feasibility of using the radar as 
a sensor to accurately estimate range errors at low elevation 
angles. The underlying assumpt~on is that the radar makes 
routine observations on cooperative transtropospheric targets 
such as satellites and/or celestial radio sources whose true 
positions are sufficiently well known to permit the determin­
ation of refractive bending to an accuracy of about .1 mr 
at elevation angles between 10 and 50 mr. It is also assumed 
that the surface refractivity is routinely measured or com­
puted from temperature, pressure and humidity at the radar 
site. 

It will be shown that this information is adequate to allow 
the determination of the range error as a function of the 
observed elevation angle of a noncooperative target down to 
the radio horizon with typical accuracies of better than two 
meters. For the purpose of this investigation, it has been 
assumed that the radar targets of interest are above the 
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troposphere and also that.the radar.frequency is sufficien~ly 
high so that no ionospherlc correct~on needs to be.made whlle 
tracking cooperative transionospherlc targets: N~lther of 
these assumptions is necessary, but they do sl~pllfy the 
error estimating procedures. Procedures descrlbed ~ere can 
be extended to allow tracking the target down well lnto the 
troposphere. Similarly, adequate ionospheric corrections 
could be made at lower frequencies from routine topside and 
bottoms ide ionograms. Both of these points will be discussed 
in the paper. 

*This work was performed under the sponsorship of the 
Rome Air Development Center, Contract No. F30602-76-
C-0384. 

7. ANTENNA-TO-ANTENNA ISOLATION ON SPACE VEHICLES: J. F. Lindsey, University 
of Houston, H. D. Cub1ey, NASA Johnson Space Center 

Antenna-to-antenna isolation is an important parameter 
which significantly affects the design of receiver and 
transmitter filters used for sophisticated communication 
systems on space vehicles. When the antennas are located 
on a curved surface which is covered by dielectric 
thermal protection material, accurate theoretical deter­
mination of isolation becomes more difficult. In this 
paper, the use of several theories are combined to 
obtain a reasonable estimate for minimum isolation 
between the Space Shuttle Orbiter S-Band Quad Antenna 
and the Orbiter S-Band Payload Antenna. The theories 
include a plane surface model with a dielectric coating 
developed at the NASA-Langley Research Center and a 
curved surface theory developed at the University of 
Michigan. The results of the theoretical determination 
are then compared with measured data to substantiate 
the approach. 
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Friday, P.M. 1400 - 1640 

RADIO EFFECTS OF IONOSPHERIC WAVES AND IRREGULARITIES 

Chairman: T. Croft, Standord Research Institute 

1. PHASE AND AMPLITUDE SCINTILLATION AT HIGH LATITUDE: C. L. Rino, 
E. J. Fremouw, Stanford Research Institute 

The DNA lVideband Satellite was launched into a sun-synchronous 
lOOO-km circular orbit on 22 May 1976. The satellite carries n 
multifrcquency beacon with an S-band reference signal and phase­
coherent transmissions at L-band, UHF, and VHF. Data have been re­
corded several times per week.Tat Fairbanks, Alaska Dnd Ancon, Peru 
(ncar Lima). In this paper we shall present a sYlloptic analysis of 
the high-latitude p!lase and amplitude scintillation data. 

The measured standard deviation of phase follows a nearly 
perfect linear variation with wavelength (excepting' the most se­
verely disturbed passes) with no detectable Fresnel-radius depen­
dence. Moreover, the phase spectra generally follow a power-law 
form from the lowest frequencies admitted by the filtering opera­
tion ·to the noise level. Thus, the signal phase spectrum is directly 
proportional to the ionospheric irregularity spectrum integrated 
over the scan direction. 

The satellite orbit is such that many of the passes come very 
near the magnetic zenith. For all such passes we have observed a 
pronounced local enhancement of both the amplitude and phase scintil­
l,atioll, suggesting a geometrical enhance~el1t due to field-aligned 
irregularities. A careful analysis shows, however, that the region 
of enhancement is longitudinally extended over that predicted by a 
Simple cylindrically symmetric model. Sheet-like structures possibly 
explain this effect. 

The phase scintillation spectral data are fitted with a log­
linear power law to determine both the spectral intensity and the 
spectral index, .P. The data show a high degree of variability in 
the spectral index. For the typically observed weak background 
irregularities, P ~ -2.4. During more disturbed conditions P 
achieves a value closer to the usually reported value of -3. On 
many occaSions, however, the spectral index achieves value greater 
than -3. 
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2. INTERFEROMOMETER-MEASURED VELOCITY REVERSALS ASSOCIATED WITH AN 
ENHANCED SCINTILLATION FEATURE: R. C. Livingston, Stanford Research 
Institute 

Spaced receiver measurements are being routinely collected in the 
auroral zone as a part of the Wideband satellite transmission experiment. 
The complex beacon signal at 413 MHz is received at each of three remote 
antennas, 300 m west, 600 m east, and 900 m south of the main station. 
Preliminary analysis, which has been directed toward obtaining diffraction 
pattern drift motion, has shown good agreement between the velocities . 
estimated by correlation and cross-spectral methods using both signal 
intensity and phase. During quiet geomagnetic conditions, a velocity 
reversal is usually observed which corresponds to a distinct and con­
sistent scintillation feature. This feature is often the only scintil­
lation observed on an otherwise quiet pass, and has been observed. in the 
pre-midnight sector over a narrow latitudinal but broad longitudinal 
range on successive nights. Two explanations of this feature have been 
suggested, a geophysical effect associated with the equatorward edge of 
the diffuse aurora, or an enhancement associated with the scattering 
geometry of field aligned sheets. The factors affecting the interpretation 
of the observed pattern velocity in terms of ionospheric irregularity 
structure and motion will be discussed for both of these cases. 

3. IONOSPHERIC EFFECTS ON THE SEASAR SYNTHETIC-APERTUkE RADAR BASED ON 
WIDE BAND SArELLITE DATA: W. D. Brown, Sandia Laboratories 

Phase scintillation data at 1.24 GHz from the Wideband 
Satellite Experiment have been used to determine the 
expected performance degradations of SEASAR. The~e 
degradations are a result of propagation through 10no­
spheric electron density irregularities. ~alues o~ the 
phase scintillation index were translate~ 1nto est1mates 
of the integrated sidelobe ratio by sca11ng fro~ the, 
detrend time to the synthetic aperture integrat10n t:me. 
Values of other SAR performance parameters were ob~a1ned 
from the phase scintillation spectrum. On the bas1s of 
the data from Poker Flat, Alaska, it is demonstrate~ 
that SEASAR performance problems will occur fo: a S1g­
nificant fraction of the time in the polar reg10n. 
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4. IONOSPHERIC BACKSCATTER REFLECTIVITY: G. S. Sales, RADC/ETEI, Hanscom AFB 

HF backscatter radar data from the Polar Fox II system, which 
operated from a site in Northern Maine for a period of one year from 
November 1971 to November 1972, was used to determine the intrinsic 
backscatter characteristics of ionospheric irregularities of both 
auroral and non-auroral origin. The Polar Fox II system operated 
two days per week and produced, besides stepped frequency backscatter 
ionograms (6 to 26 MHz) at three azimuths every half hour three 
fixed frequency, range vs azimuth maps of the auroral ion~sPheric 
regions. System calibrations were recorded with the data and 
detailed antenna patterns are available. 

Several specific examples of this data have been selected and 
analyzed in an attempt to identify the propagation modes involved in 
reaching the clutter regions. The returned backscatter signals were 
then normalized for both the radar's operating parameters and the 
loss processes o Two specific reflectivities have been defined; one 
for land and sea surface scatterers and another for ionospheric 
volume scatterers o Three-dimensional ray-tracing techniques were 
employed, using available real-time ionospheric-vertical sounding 
data, as an aid in mode identification. 

Surface reflectivities ranged from -20· to -40 dB (m2/m2 ) while 
ionospheric volume scattering reflectivities ranged from -50 to -80 dB 
(m2 /m3 ) depending on the type of scatterer. 

5. GHZ EQUATORIAL SCINTILLATION FROM A LOW-ORBITING BEACON SATELLITE: 
E. J. Fremouw, M.C. Cousins, R. C. Livingston, Stanford Research Institute 

Ionospherically produced scintillation at GHz frequencies has 
been reported by a number of workers observing geostationary satellites 
at receiving stations near the geomagnetic equator. Among the explana­
tions put forward for these initially unexpected observations is that 
the scintillations are produced by irregularities contained in a vast 
plasmaspheric region extending possibly to several earth radii. We 
report in this paper scintillations measured at Ancon, Peru on signals 
extending up to S band and transmitted from a beacon orbiting at 1000 km. 
While the measurements do not preclude a contribution from irregularities 
above 1000 km-in the geostationary-satellite observations, they do demon­
strate unequivocally that such irregularities are not a necessary 
condition for production of GHz scintillation. The measurements were 
made by means of the DNA Wideband beacon, which transmits ten coherent 
frequencies ranging from VHF (138 MHz) to S band (2891 MHz), the latter 
of which is used as a phase reference for measurements at the lower fre­
quencies. The measurements reveal a diffraction-induced departure from 
the A2 frequency dependence of phase variance usually observed with 
Wideband, plus reduced correlation between scintillations (both phase 
and intensity) observed on UHF frequencies as closely spaced at 11.5 MHz. 

187 

I,I I 



Commission G - Session 6 

6. A SPACED-RECEIVER INVESTIGATION OF EQUATORIAL SCINTILLATION AT UHF AND 
L-BAND: M, R, Paulson, R, U. F, Hopkins, Naval Electronics Laboratory 

Scintillation amplitude measurements were made at Guam on-signals from 
the GAPFILLER/MARISAT satellite simultaneously at UHF and L-Band during 
1976. During July and September, spaced-receiver measurements were made 
using three UHF receivers giving 300, 700, and 1000-meter separations in 
a magnetic east-west direction. Two L-Band receivers were co-located 
with the outer UHF receivers. During August, October and November, one 
of the UHF receivers was operated by Naval Communications Station per­
sonnel in Guam, providing continuous information on scinttllation activ­
ity over a five-month period, 

Results of this investigation to be presented will consist of a compar­
ison of scintillation at the two frequencies, including spaced-receiver 
cross correlations. 

Cross correlation at UHF as a function of spatial separation will be 
shown as well as the variation of the correlation maximum with time. 

Scintillation intensity will be compared with the apparent drift velo­
city of the irregularities for a number of cases. 

Fade duration distributions will be shown and compared with some for 
earlier years 0 

Bit-error-rate measurements made over the satellite link during scintil­
lating conditions will also be presented. 

7. THE LOCALIZED ORIGIN OF EQUATORIAL IRREGULARITY PATCHES: J. Aarons, 
J. Buchau, Hanscom APB, S. Basu, Emmanuel College, J. P. McClure, 
University of Texas at Dallas 

An intensive study of nighttime irregularities of electron density in 
the equatorial ionosphere was performed in October, 1976, by making 50-
MHz radar backscatter measurements at Jicamarca, Peru, and scintillation 
measurements of 249-MHz transmissions from LES-9 at two ground stations 
CAncon and Huancayo, both in Peru), as well as by aircraft flying in the 
vicinity of the stations. The 137-MHz scintillations from the orbiting 
WIDEBAND DNA-2 satellite were also recorded at Huancayo. The results of 
the above co-ordinated measurements made on October 17, 1976, are dis­
cussed in the paper, It is found that on this particular night, a large 
scale irregularity patch evolved first in the west, as detected by the 
radar at Jicamarca, and drifted eastward to cause successive onsets of 
scintillation activity at Ancon and Huancayo. The observations indicate 
an east-west dimension of the large scale structure to be 400 km,. drift-
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ing eastward at a speed of 100 mis, having a lifetime of at least l~ 
hours, and containing a hierarchy of irregularity scale sizes in the 
range of meters to kilometers causing both radar backscatter at 50 MHz 
and scintillations at 249 MHz. On this night, another independent ir­
regularity patch which could not be associated with either the radar 
maps or ground scintillation observations, was detected to the north­
west of Jicamarca by airborne scintillation measurements. The DNA-2 
observations of Huancayo revealed the presence of another irregularity 
patch with a latitude extent of at least 100 to the east of the ground 
stations. The measurements indicate the importance of local conditions 
for the generation of nighttime equatorial irregularities. 
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PROBING OF THE HIGH LATITUDE 
IONOSPHERE AND MAGNETOSPHERE 

Friday, P.M. 1400 - 1710 

Chairman: M. Baran, Stanford Research Institute 

1. OGO-3 OBSERVATIONS OF POWER LINE-INDUCED VLF CHORUS IN THE MAGNETOSPHERE: 
J. P, Luette, C. G. Park, R. A. Helliwell, Radioscience Laboratory, 
Stanford University 

Very low frequency (VLF) chorus activity detected by the OGO 3 
satellite was influenced by power line radiation (PLR) at high­
order harmonics. Relative occurrence was highest in regions 
threaded by geomagnetic field lines that intersect industrialized 
areas. For spacecraft passes inside L = 10, PLR accompanied by 
interaction with chorus occurred at multiples of 60 Hz along 
North American meridians and 50 Hz along the Western Europe 
meridian. Interpretation of these results is based on radiated 
harmonics that leak into the magnetosphere and stimulate the re­
corded emi ss ions through cyclotron fnteracti on with trapped 
energetic electrons. 

2. MORPHOLOGY OF THE F-REGION AT CHATANIKA, ALASKA: R. R. Vondrak, Radio 
Physics Laboratory, Stanford Research Institute 

The incoherent-scatter radar at Chatanika, Alaska has been 
used to map out the two-dimensional (altitude, latitude) spatial 
variation of ionization in the high-latitude F-region. A region 
of approximately 600 km horizontal extent can be surveyed with a 
spatial resolution of about 10 km. Several such ionization maps 

can be made each hour. F-region phenomena that have been observed 
include the latitudinal dependence of the sunset decay of loniza­
tion, a post-sunset ionization increa.se associated with geomagnetic 
activity~ and quasi-periodic spatial variations that resemble tra­
ve ling ionospheric disturbances. The time history of ionization 
morphology is used to distinguish variations produced by trans­
port mechanisms from those due to local production. 
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3. ESTIMATE OF THE RELATIVE IMPORTANCE OF JOULE HEATING AND THE LORENTZ 
FORCE IN GENERATING GRAVITY WAVES (AGW'S) FROM THE AURORAL ELECTROJET: 
R. D. Hunsucker, Geophysical Institute, University of Alaska 

The general problem of generation of AGW's by the auroral electro­
jet, and the relative roles of Joule heating and Lorentz force 
has been treated in theoretical developments by Chimonas and Hines 
[1970], Testud [1973] and Francis [1974 and 1975]. 

In their paper, Chimonas and Hines derive an expression which 
describes.the relative contribution of the Lorentz force and Joule 
heating for generating AGW's from the auroral electrojet. 

Data hitherto unobtainable permits us to make a new evaluation of 
their equation. Specifically, Pedersen and Hall conductivity have 
been obtained by Brekke and others using the Chatanika radar, and 
estimates of current density are available from simultaneous 
magnetometer data for six 24-hour periods. Twenty data sets for 
auroral electrojet peak values were used to evaluate the equation. 

From analysis of these rather sparse data the following conclu­
sions can be made. 
1. The theoretical prediction of ~" 0.1 to 10 for "moderate 
disturbances" made by Chimonas and H~nes appears to be true. The 
average value of L = 2.37 for an average electric field of 

" 43 mV/m for our~asurements. 
2. Electrojet current peaks occurred for the period 1500 to 0800 
AST for the data analyzed. 

3. The only period when the "Joule contribution" dominates over 
the Lorentz contribution" for AGW generation is " (1500-1700 AST). 

4. The period when the Lorentz contribution is strongest is at 
or near magnetic midnight. 

5. There seems to be a tendency for the Lorentz contribution to 
be stronger post-magnetic midnight than pre-magnetic midnight. 

6. There is at least.a tendency for L to converge on a value 
of" 2.5 for auroral electrojet currentJdensities of " 1.5 to 2.5 
amps/meters. 
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4. PLASMA LINES IN THE AURORAL E-LAYER: V. B. Wickwar, Radio Physics Laboratory, 
Stanford Research Institute 

The first successful measurements of plasma lines in the 
auroral E-layer were made in January 1976 using the Chatanika 
Incoherent-Scatter radar. While the magnitude of the typical 
ion component signal is 150 K, the magnitude of the largest 
plasma-line signal measured was only 7 K. Both upshifted and 
downshifted plasma lines were observed. Their frequencies were 
between 3.8 and 6.0 MHz; their altitudes were between 100 and 
135 km. The resultant plasma lines were enhanced between 4 and 
30 times above the thermal level. The observed intensities are 
compared to predicted intensities arising from secondary electrons. 
The range of intensities and their altitude variation are con­
sistent with excitation by secondary electrons. 

5. DISTRIBUTION ·OF FI£Lil-ALIGNED CURRENT AND ELECTROSTATIC POTENTIAL 
AROUND ARUORAL ARCS: O. de la Beaujardiere, R. R. Vondrak, Stanford 
Research Institute 

The Chatanika incoherent scatter radar has been used to measure 
the variation of ionospheric parameters in and near auroral arcs with 
a spatial resolution of a few kilometers. The measured parameters 
include the current, the electric field, the differential energy flux 
of the incoming auroral electrons, and the electron and ion tempera­
tures. The data indicate that there is an intense upward Birkeland 
current within the arc of 3 to 40 ~/m2. A return current of approxi­
mately the same magnitude is also observed. Within the arc the 
differential energy-spectra of the incoming electrons are Maxwellian 
distributions that have been accelerated through an electrostatic 
potential of up to 5 kV. The arc is an "inverted-V" structure that 
extends over only a few tens of km in latitude. The north-south 
potential in the ionosphere is calculated from the measured electriC 
field variations across the arc. The energy flux due to electron 
precipitation has its maximum within the arc (30 ergs/cm2 - s). In 
contrast, the Joule heating maximum occurs outside of the arc 
(10 ergs/cm2 - s). The electron temperature follows quite closely 
the preCipitating energy variations, whereas the ion temperature 
follows the Joule heating variations. 
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6. THE EQUATORWARD BOUNDARY OF THE DIFFUSE AUFORA~-WIDEBAND SATELLITE! 
CHATANIKA RA~R SIMULTANEOUS OBSERVATIONS: O. de la Beaujardiere, 
M. D. Cousins, Stanford Research Institute 

Coordinated experiments between the Chatanika incoherent scatter 
radar and the Wideband satellite are done on a routine basis. The 
Chatanika radar is used as a diagnostic tool to help determine the 
conditions necessary for the development of scintillation producing 
irregularities and plasma instabilities. At the equatorward bound­
ary of the diffuse aurora the electron-density profile presents on 
some occasions an F-region maximum. This enhancement is at about 
250 km altitude and extends over about one degree in latitude. The 
differential energy spectra of the incoming primary electrons are 
obtained from the radar data. Preliminary results indicate that 
the electron energy distributions are Maxwellian. The characteris­
tic temperature Eo, and the total energy flux show a sharp increase 
at the boundary. The horizontal electric fields and currents as 
well as the field-aligned currents can also be derived from the 
radar data. Their latitudinal variations associated with the 
diffuse aurora will be examined. 

7. OBSERVATIONS OF THE IONOSPHERIC TROUGH: M. D. Cousins, O. de la Beaujardiere, 
Stanford Research Institute 

Ionospheric total electron content nleasurements made using the Wideband 
satellite beacon and a receiving station near Fairbanks, Alaska clearly 
show the ionospheric trough. The measurement technique applies the 
coherent Widcband beacon to determine dispersive phase and second differ­
ence of dispersive phase at UHF compared to an S-band reference. Total. 
electron content is then found through its linear relation to dispersive 
phase. The poleward boundary of the trough is a particularly repeatabie 
feature seen in the data through the summer, fall, and winter of 1976. 
The spatial gradient of total content in the trough poleward boundary 
is investigated for both night and daytime data. The behavior of the 
ionospheric trough position, its detailed structure, and its relation 
to pertinent geophysical parameters are examined. The nature of the 
vertical electron density distribution in the trough is determined via 
Chatanika radar data obtained in coordination with Wideband satellite 
passes. 

193 

iii 



Commission H - Session 3 

Friday, P.M. 1400 - 1650 

WAVES IN PLASMAS 

Chairman: F. W. Crawford, Institute for Plasma Research, Stanford University 

1. LOWER HYBRID HEATING OF A HOLLOW CATHODE ARC PLASMA: W. P. Ballard, 
S. E. Rosenthal, D. B. Ilic, F. W. Crawford, Institute for Plasma Research, 
Stanford University 

In the experiments to be described, the highly-ionized, in­
homogeneous plasma formed by a hollow cathode arc discharge in 
argon is being used to investigate the rf heating of the plasma 
by waves propagating almost radially near to the lower hybrid 
frequency (5-15 MHZ). A subsidiary coaxial anode is used to 
start the arc and serves, in conjunction with the core of the 
arc, as an antenna to excite a quasi-coaxial, azimuthally­
symmetric pump wave. The finite antenna excites a pump wave with 

b

kjl sufficiently large for the lower hybrid resonance layer to 
e accessible. 

The loading of the rf pump source by the plasma is being 
studied with a specially-constructed homodyne receiver, which 
displays the locus of the reflection coefficient in the complex 
plane as the pump frequency is swept. The resulting CRT (or 
X-Y plotter) display serves to indicate the range of discharge 
parameters and pump frequencies where efficient coupling of rf 
energy into the plasma is achieved, and the effects of pump power 
level on the coupling efficiency. 

Triaxial probes are being constructed to study the pump wave 
propagation in the plasma, and conversion at the lower hybrid 
resonance layer. 

2. AN ANTENNA FOR SLOW WAVE COUPLING TO THERMONUCLEAR FUSION PLASMAS:* 
S. Bernabei, W. M. Hooke, R. W. Mosley, F. J. Paoloni, Plasma Physics 
Laboratory, Princeton University 

The damping of large ampli tU.de slow waves in the 
lower hybrid frequency range is very promising as a 
plasma heating method for thermonuclear fusio~ studies. 
A major difficulty for this approach lies in the 
coupling of the wave to the plasma, since the wave 
requires a refractive index (along the confining 
magnetic field) greater than unity in order to pene­
trate the plasma. At PPPL we have been studying l an 
antenna composed of an array of parallel waveguides 
which proved to be very successful in coupling to 
these waves in a toroidal plasma. 2 Transmission 
efficiencies of up to 90-95% have been achieved. In 
addition, this antenna proveC' to be naturally matcheo. 
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to th~ plasma, thus eliminating the need for a complex 
~atch~ng system. In this paper we will discuss the 
~mportance of the various parameters involved in the 
coupling and present the results from a recent experi­
ment. 2 

iwork supported by the US ERDA Contract E(11-1)3073. 
S. Bernabei, M. A. Heald, W. M. Hooke and F. J. 

paolo~i, Phys. Rev. Lett. 34, 866 (1975). 
S. Bernabei, C. Daughney, W. M. Hooke, R. W. Motley, 

M. Porkolab, ~. Nagashima and S. Suckewer, Proceedings 
of the Sympos~um on Plasma Heating in Toroidal Devices 
Varenna, 1976, (to be published). ' 

3. SPECTRAL DENSITY OF ION ACOUSTIC PLASMA WAVES: D. B. Ilic, K. J. Harker, 
F. W. Crawford, Institute for Plasma Research, Stanford University 

The detailed spectral density, S(kJ~) J of ion acoustic 
plasma waves in a collision-dominated positive column is obtained 
from measured frequency sweeps of the complex cross:-power spectra. 
The cross-power spectra are recorded for different probe separa­
tions, and a two-dimensional spatial Fourier transform is per­
formed on a digital computer to yield sample pOints, S(krJkz,~)· 
The spectral density is compared to the predictions of linear 
theory for low levels of turbulence; the values of correlation 
lengths and times are also derived. Integrating out the wave­
number dependence yields power spectra which agree with those 
measured by a single probe. Further integration of the frequen­
cy dependence gives wave energy density normalized to thermal 
energy of about 10-4, weakly decreasing with increasing pressure. 

Knowledge of the fluctuation spectrum allows variouS trans­
port coefficients to be calculated. In particular, a general 
expression has been derived for the component of the diffusion 
coefficient due to turbulent wave fields, valid for any ratio of 
the correlation and collision times. For our experiment, the 
resulting turbulent diffusion coefficient is predicted to be 
about 1% of the diffusion coefficient due to electron-neutral 
collisions. 
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4. SCATTERING OF LOW FREQUENCY SOLAR RADIO BURSTS BY INTERPLANETARY PLASMA 
IRREGULARITIES: J. S. Hornstein, R. R. Heber, Computer Sciences Corporation, 
R. J. Fitzenreiter, J. Fainberg, NASA/Goddard Space Flight Center 

Scattering by irregularities in the interplanetary plasma 
broadens and displaces the images of solar radio bursts, and 
lengthens their time profiles. These effects on low frequency 
(25-5000 kHz) radio bursts are being studied by ray tracing, using 
a Monte Carlo technique to model irregular refraction. Our method 
includes two special techniques which significantly reduce the 
computation required. These two techniques are: a scaling law 
for images and time profiles, applicable in a plasma whose average 
density varies as the inverse square of the distance from the 
Sun; and a method of stacking images so that all the launched 
rays can be used in image forming, assuming the averaged medium 
is spherically symmetric. For type III bursts, emitted at twice 
the local plasma frequency, we find that rays are intensely 
scattered in a small region surrounding the source, and propagate 
freely once they emerge from this region. Brightness distributions 
and image displacements have been computed for source-observer 
configurations appropriate to observations by HELIOS-A and -B and 
RAE-2, allowing the inferred trajectory of the high energy electron 
streams exciting the bursts to be corrected for regular and 
irregular refraction. 

5. OBSERVATIONS OF A FREE PLASMA DOUBLE-SHEATH: J. S. Levine, D. B.Ilic, 
F. W. Crawford, Institute for Plasma Research, Stanford University 

A free double-sheath is a combination of an electron 3.nd an 
ion sheath in close proximity, localized in an otherwise geometri­
cally uniform region of the plasma. In our unmagnetized,2.5 cm 
diameter, argon positive column, at a neutral pressure of about 
1 mTorr, the voltage-current characteristic is observed to be 
nearly flat for currents less than 5 A, and then rises sharply, 
effectively limiting the current. This current limitation is 
accompanied by large voltage spikes at the anode, with the 
cathode grounded. The double-sheath is identified as a 1 em 
length of the plasma, with a 10 V (_ twice the electron tempera­
ture) potential step, which generates these pulses. Intense 
wall heating and ""a sharp transition in the luminosity of the 
plasma occur there. 

Double-'sheath formation is studied by pulsing the column 
from about 2 A to about 6 A, with 300 ~s pulses, at a repetition 
rate of 1000/s. The. current is limited to 5.6 A at approximately 
150 gsec, consistent with the dc column. Time-resolved studies 
show that the rf emission, as received by single-loop wire 
antennas 2 em upstream and downstream of the double-sheath, 
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grow and saturate at the time when limitation of the current 
pulse occurs~ Signals below 10 MHz are about 5 db higher on the 
anode side of the sheath; signals above 16 MHz are unaffected 
by the sheath. 

In an additional experiment, an electron-beam probe is being 
used to investigate the possible presence of double-sheaths in 
the "meniscus" region of a discharge,where the cathodic electron 
beam is broken up by rf beam-plasma interactions. 

6. EXPERIMENTAL INVESTIGATION OF THE ABSORPTION OF ENERGY FROM AN EMP 
PROPAGATING THROUGH A PLASMA: R. N. Carlile, University of Arizona, 
w. A. Seidler, Simulation Physics, Inc. 

We have built a plasma machine which allows us to exp­
perimentally investigate the propagation of an EMP 
through a nitrogen plasma of low energy electrons. The 
direction of propagation is along a DC magnetic field. 
Scaling laws are discussed which allow the experiment­
al results to be applicable to a scaled EMP propagating 
in a scaled nitrogen plasma. To date, we have observed 
the absorption of energy from an EMP and the distor­
tion of its wave-shape due to its interaction with the 
plasma. These results are discussed. Scaling certain 
of these results to a nitrogen ionosphere, we conclude 
that an EMP of approximately .05 microsecond half­
width and weak amplitude will have half of its energy 
absorbed while it travels 60 meter at 110 KM altitude. 

One of us has developed a theory which we have used to 
predict our experimental results. This theory makes 
use of the fluid model of a plasma with a transforma­
tion from real to retarded time. This theory has been 
~ble to predict experimental results to within 20%. 

197 



,~AI'WN~:;, .J, 
AlH~,~H,~M"<;HI'MUNI J~, B. 
AnEI\ClI ... ,~, S. A, 
,~(3GAI'~W,~L, S, 
AGI'Ml,jAI ... , B.S, 
,~CJI'~,~W,~I._, l), D 0 

ALBEE, I"'.I:~, 

ALEXOPOULOS, N,G, 
M .. I... EN , C.C, 
I~LI ... EN!' I:~~B-t 
AI"'INI~:;, ,.J,,.J, 
AI'~NOLD, H,W, 
,~toI"'UJND, W, H, 
B,~HAI:~, E. 
BM .. I...,~I:m, w.p, 
f.'AI...~:;l...r;:Y, BoB. 
BAI'U .. OVJ, H, M. 
BAI'~NES, ,.I. A, 
BAI:WN, Mo 
BAI'mICI\, [1,[, 

BA~:H.J!' G f 
BAUM, Cor::. 
f.<AUM,~N, E. C·). 
BEAfW, C. I. 
BELl ... , T ,I", 
f.<EI...SHEI'~, D .I:~, 
BENNETT, c.l.... 
BEI:~EUTEI'~, W, A, 
BEFWMANN, H. ,.I. 
F.<r::I:~NAF.<r:: I, to. 
B[I:~NHAI:mT, 1"', A. 
E<E,:rmY, 1._ .,~, 

I<E:SIEI'~IS, I ,~i. 
BEYATTE, W,E. 
F.<HATNA(3AI'~, N. 
F.<IRKEMEIER, W.I"', 
BLOCH, V, 
BUll" 1"1, 
BOAK, T,I.S.,III 
BOGLE, I'~,W, 

BOSTIAN, C.W, 
BRITTINGHAM, ,.JoN, 
BROWN, G,!:;. 
F.<fWWN, W.D. 
BlJCHAU, ,.J. 
BUCKN,~M, D. B. 
Bl.mTON, I'~,W, 

BUTI...EI'~, C. ~i. 
CABLE, V,F', 
C,~f~I...II...E, F:, N, 
CAf~U;oN, 1", 

,:\UTHc!I:~ INDEX 

1.01.,1.l3B 
16'1 
:1. I!'; 
133 
166 

Wei 
14B 

, l.~';G 

102, :1.0:3 
:1.:1.6 
1:1.'1 
:1.4:1. 
166 
194 

93,'14 
:I. 

'14 
(?B Y 9<1 

lOG 
4'7 

1:,\/ 
114 
I/O 

, :1.:1.6 
6;.:.~ 

11. ~'i 
121. 
:1.'14 
:I. 7;! 
164 

t tB:I. 
:1.76 

• 1.1.:3 
'13 

:1.2:1: 
2B 

:1.02,123 
:1.4:3 

• DB 
!';B 

:1.59 
1.f:16 
lBB 
125 
:1./6 

:1.:3(), L3:I., :1.7!'i 
• 1,OB 
• 1,97 
t :1.3~) 

198 

CAI'~TET!, D. A • 
CAI'~VEI:~, K, I'~. 
C,~~:;EY, 1\. F. 
CHAN, 1·-1.1..., 
CHANG, f),C. 
CHANG, D.C,D. 
CI·MNG, H, 
CHANG, I\,C, 
CHE:N, H,C;, 
CHEN, I,. T. 
CHIE, C.M, 
CHOW, Y,I.., 
CHU, 1"'.1.... 
CHU~ I:~~~:)~ 

CI-IUANG, C. W. 
CIANO~" N. 
CI...Ar(K, W.I.., 
CI...IFI::·ClI:~D, B. F. 
COATES, D,B, 
CDEN, !'" 
COFFEY, E .1._, 
CClNl\l'nGHT, I:~. Cl, 
CDI:WETTE, W.M, 
CClI'mJGAN, . ..J.I"'. 
CClUBINB, M,D. 
COX, D.e, 
C",'\WFClI'W, F. W, 

CI:~OW, T, T • 
CF~YSTAI..., T.I.... 
CUBI_EY, H.D. 
CUf~KENDAI...I.., D. 
DAVENPCWT, G 0 I:~. 

D,Wlm,;ON, .D. 
DAVIES\! F\tSt 
DAVIS, .J.I'<' 
DAVIS, I'~.M, ',.m. 
DAVISf:>DN, I....D. 
DECKEI:~, M. T • 
DEITZ, ,J, 
DE: KOD, NoI':', 

':'j·lt 
f :t4-4vlG3 

/3 
:I. t)() 

:L :L~'i, :L/4 
:L6E1 
:L "?'? 

3:1. 
:1.26 

',.},.} 

:I. ~~.i2 
:I. 2~::i 
:I. fl:l. 
14:1. 

, lEl'?,:l.93 
:1.:1.'1 

12B,:l.6'?,:1.'71,:l.94, 
1. 9~::;? :I. 9(~;. 

• UO 
:l.6D 
:l.El4 
:I.!"i7 
:1.0:1. 

:1.21,,:1.22 
• 1 :I.;;! 

1.:36 v 164 
:1.64 

• 1.:39 
,)1, 

DE LA F.<EAU,.JARDIERE, D. 
DELL-IMAGINE, R. 

213 
:1.,);:>,:1.9:3 

:I. ~~j C) 
lHCI\, 11 • .J. 
DICKINf:>DN, B. 
DINGEI~, I:~,,.J, 

DINGLE, B. 
DUDL.EY, I),C. 
DUFF, B.M, 
IIU I...DNG, D.D, 
DLJfaMNI, S.H, 

~ 1.76 
:1.34 
:1.36 
:I. 6~:5 

• l~';O 
:I. 7~:i 

lO;:>,J.03 

• 1. ~';f:l 



EAF~NSHA"J, 1\. B. 
ECI~l..UND, W.I.... 
EI\STROM, ,J. L. 
EI...I...ERBRUCH, D.A. 
EF'HI~EM:rDES, A. 
EVANS, M.I,}. 
FAINDEI:W, J. 
FAL.CDNEI~, D.D. 
FANG, [1".1. 
FANNIN, H.M. 
FAI:U.EY, D.T. 
FENN, A.J. 
FII\ImnS, ,.1.13. 
FITZENREITER, R.J. 
FI...ATTEF,Y, T.W. 
FLEISCH, [I.A. 
FRANCESCHETTI, G. 
FI:~ANCCn S, R. 
FF'ANI~EI..., M. f;;. 
FF,ANI~S, L. E. 
FRASER-SMITH, A.C. 
FF,Ef1OUW, E. J. 
FUNG, A.I" 
GAm::, 1\.~3. 
GAINES, E.E. 
GAI...INDD-ISRAEI..., V. 
GARDNEr" F. M. 
GERI...A, M. 
GITLIN, F~.D. 

GLISSON, A.W. 
GOLDHH,SI·.j, J. 
GOODHAF\T, C. L. 
GOPINAHh G. 
GOF\DON, W.E. 
GOVIND, S. 
G'F~EEN, J. L. 
GRODY, N.C. 
GF,OBSI II M.D. 
GUH~AUD, 1".0. 
HANFT, H. 
HANSON, D.F. 
HA~ADA, H. 
HARI~EI~, 1\. J. 
HARPEl'" I:~. M. 
HARPER, I~.W. 
HARI~ IS, ,J. M. 
HARTMANN, G .I~. 
HASSAB, J.C. 
I"IEATH, ,J.W. 
HELLIWELL, I:~.A. 

HEF~NDON, D. H. 
HOFFMAN, H.H. 
HOLLINGER, J.P. 
HOOI~E, W.H. 

:1.40 
94 

• 160 
• :I. :I.e) 
• 132 

99 
:1.96 

• lBO 
• 162 
• 141 

• 9~~,94 
:I.:}O 

• :1.29 
• 196 
• 101 

93 
4~~j 

• :t. :3~::i 
• 1:1.3 
• lBO 

B9 
HI~5,:I.B7 

• :l.f.,O 
• 93!'9~:5 

• 164 
• '?,105 

:I.'7B 
• :l.ll 
• IBO 

:1.31, :1.7:5 
:1.20 
:If.,f., 
1l.0 

93 
+ 1~:.:;3 

95 
141 

l03,:l.23 
:1.39 
:1.41 

• lOB 
34 

+ :1. 9~~; 

94 
• 144 
• UO 
• l02 

126 
7f:1 

• 16B,1'70,190 
46 

• 119 
• 113 
• 146 

199 

HODI\E, W.M. 
HOClI':FAR, A. 
HOPI\INB, F,.U.F. 
Hm~NSTEIN, J.s. 
HOWARD, A.G"JR. 
HBIAO, -1,1\. 
HlMNG, Y.N. 
HUNSUCI\EF~, F':. D, 
IL.Ie;, D.f.'. 
IMBFnAI...E, W.A. 
IMHDF, W.I.... 
INAN, U.S. 
IPPDl.ITO, 1....,.1. 
ISH IM,"lF,U, A. 
-IEDRZEJEWSI\I, P. 
JENSEN, D.R. 
,JOHANSON, J. 
,.lOHN~;()N, W. A. 
,.lULL, E.V. 
I~AHN, W.I\. 
I\ANTEI~, I. 
I\AI:~TASCH()FF, P. 
I~ATZ, AoI-.J. 
I~ELI...EI:~, W. C. 
I\ELI...Y, -loX). 
I\ESHAVA-MURTHY, T. 
I\ISLIUI\, M. 
I~I...EIN, L.A. 
1\1...ClF.'UCHAF~, -I. A. 
I\NEPP, D.L.. 
1\0, H.C. 
I\ONG, -I.A. 
I\ClTUl..f:>lCI:, ,.I.D. 
I\DUYOUM-IIAN, R.G. 
I\OZAI~I, S. 
I\F\ITII\()S, H. 
I\UEBTER, E.F. 
I\UTZ, I~.L. 

LA HClZE, C. 
LANDT, ,I.A. 
I...AF~SEN, T. 1',. 
I...,<\WF~ENCE, R. S. 
LEE, L.I.... 
LEE, s.w. 
LElTINGEF" I:~. 
L.E()NAI~D, T. W. 
LE VINE, D.M. 
LEVINE, -I.s. 
LEVIS, C.A. 
LINDSEY, J.F • 
1 .. INDm::Y, w.e. 
LIF'A, B.,J. 
LITTLE, C.G. 
LIVINGSTON, R.C. 

:1.'14 
:1.74 

• :l.BD 
:1.'16 

;3'h130 
:1.:3:5 
:1.24 

• :1.'1:1. 
t 1. (?4 \I :1. 9~::j 5' :I. (l'l) 

W'j 
• 1<,4 

:1.70 
:1. (~):'3 

:I.a;.:.~ 

~j:1. 

:1.39 
:1.03 

• :I.::jO 
'7B 
70 

• 132 
t :1.56 

:1.02, :1.03, :1.2:, 
(?6 
:1. ~:) 

:1.54 
:l.e,7 

'7'6 
• :1.0:> 
• :1.D2 

:1.07 
:365' :1.4~7;1' :t.~Y?5' :l.t)~.~ 

4~5 
:1.06 

:54 
~i:l 

• 174 
96 
9:5 

t 145, :1.!::j:3 
• 164 

140 
• U,O 

:l.O!,) 
• t02 

B:1. 
96 

:1.'16 
• :1.42 

• l'7~~, :1.04 
+ 1:::;5" :1.7'7 

9B,144 
:l1 

:1.136, HI7 



LUETTE. J.P. 
LYTLE. R.J. 
MAILLOUX. R.J. 
MALACK, J.A. 
MALAGA. A. 
MALLOY. W.J. 
MANUS. E.A. 
MARCH, D.N. 
MARSHALL, R.E. 
MARTIN. E. 
MARTIN. L.U. 
MAYES, P.E. 
MCCLURE, J.P. 
MCINTOSH. R.E. 
MECHTLY. E.A. 
MENDELOVICZ, E 
MEYERS, W.D. 
MILLER, D.C. 
MILLER. E.K. 
MILLER, M.D. 
MITTRA. R. 
MIYAZAKI, Y. 
MOLER, W. 
MOORE. J.C. 
MORGAN, L.A. 
MORON. J. 
MOSLEY, R.W. 
MULLER. E.E. 
MUSA, S~A, 

MYERS, G.K. 
NACKONEY. O.G. 
NATALI, F.D. 
NEBAT. J. 
NEVELS, R.D. 
NEWMAN. E.H. 
NISHIDA, S. 
NJOKU, E.G. 
OCHS. G.R. 
ODOM. D.B. 
OLINER, A.A. 
OLIVER. W.A. 
PAOLONI. F.J. 
PAPPERT, R.A. 
PARK, C.G. 
PATHAK, P.H. 
PAULSON, M.R. 
PEAKE. W.H. 
PELLEGRINO. P.P. 
PENG, S.T. 
PETERSON. A.M. 
PLANT, W.J. 
POGORZELSKI, R.J. 
PORTER, H.H. 
POZAR, D.M. 

190 
151 

72 
92 

148 
171 
118 
137 
118 

• 101 
114 
108 
188 
148 

• 149 
108 
136 

• 147 
58.133 

~ 154 
7,105 

22 
• 164 
• 143 
• 183 

127 
194 
121 

• 112 
I 151 

122 
157 

66 
• 130 

152 
74 

145 
140 
102 

4 
131 

• 194 
• 165 

190 
I 106 

188 
100,116 

141 
4,31 

113 
96 

I 153 
• 100 

152 

200 

PRETTIE. C.W. 
PRICE. G.H. 
QUINCY. E.A. 
RAHNAVARD. M. 
RASHID. A. 
REAGAN. J.B. 
RHOADES, M.L. 
RIND, C.L. 
ROSENTHAL. S.E. 
RULF. B. 
RUSCH. W.V.T. 
RUSTAKO, A.J •• JR. 
SALES, G.S. 
SANKAR, AI 
SARKAR. T.K. 
SAVARINO. T.L. 
SCHRADER. D.H. 
SCHUCHMAN. L. 
SCHULER. D.L. 
SEIDLER, W.A. 
SENSIPER. S. 
SHELLMAN, C.H. 
SHEN, W.C. 
SHEPHERD. N.H. 
SHUMPERT. T.H. 
SILVENr S. 
SIMON. M.K. 
SIMPSON. R.A. 
SIMPSON. T.L. 
SINGARAJU, B.K. 
SINGARAYAR. S. 
SMITH, L.G. 
SMYTH. D.C. 
SMYTH. J.B. 
SNIDER, J.B. 
SOICHER, H. 
SPILKER, J.J •• JR. 
STASIAK. W.B. 
STEINBERG, B.D. 
STEYSKAL. H. 
STIFFLER. J.J. 
STRAITON. A.W. 
STUTZMAN. W.L. 
TAMIR, T. 
TANG, D.D. 
TAPPERT, F.D. 
TAYLOR. C.D. 
TEAGUE, C.C. 
THIELE, G.A. 
THOMPSON, A.D. 
THORNE, R.M. 
TIBERIO, R. 
TOMAN, K. 
TOMLJANOVICH, N.M. 

150 
137 
146 
107 
129 
164 
146 
185 

128.194 
25 

107 
120 
187 
131 

66 
169 
148 
110 

97 
126,197 

137 
166 
141 

90 
46 

147 
177 
161 

• 174 
47 

48.175 
149 
137 
137 
143 

'. 124 
10,157.179 

181 
• 173 

71 
179 

118.141 
118 

t 31,36 
121 
181 
130 

97 
150 
161 
171 
106 

147,149 
• 123 



TONG. T.C. 
TOOMEY, J,P. 
TOU, C.P. 
TRINZA, D.B. 
TSAI, L.L. 
TSANG, L. 
TYLER, G.L. 
UMASHANKAR, K.R. 
USLENGHI. P.L.E. 
UZUNOGLU. N.K. 
VALLEY, G.C. 
VAN ZANDT, T.E. 
VIDMAR, R.J. 
VINCENT, W.R. 
VOGEL, W.J. 
VONDRAK, R.R. 
WAINSTEIN, L.A. 
WALTON. E.K. 
WANG, T. 
WANG, T.N.C. 
WARNOCK, J.M. 
WASYLKIWSKYJ, W. 

131 
62 
89 

143 
:l53v154 
159v162 

161 
48.175 

45 
129 
182 

95 
171 

89 
• 118,141 
• 190,192 

19 
149 
140 

~ 127 
95 

112 

WEBER, B.L. 
WEBER, R.R. 
WElL. H. 
WEINER, D.D. 
WEISBROD~ S. 
WESTWATER, E.R. 
WICKWAR. V.B. 
WILEY. P.H. 
WILLOWS, J.L. 
WILTON, D.R. 
WISLER. M.M. 
WOO, R. 
WOODMAN. R.F. 
WRIGHT, J.W. 
WU, T.K. 
YANG, F.C. 
YEH, C. 

201 

YODER, L.W. 
YONEYAMA. T. 
YOUNG, L,R. 
ZAVOLI, W.B. 

98 
1.96 
127 

66 
183 
139 

15v192 
118 

58 
109,153,154.175 

113 
• 182 

93 
96 

153.154 
182 

38 
123 

74 
81 

136 













Ii, i ,i j 



/d 
PaVIlIo~ 

l ~ S%'f:';::::; 

. Old " .::~-:'... < b 1M .f::::::::: GDSiorke - B1dtIl 
.. t;f:F1i _ . ..:1ifft:.. Tuman 

Un/on •••• ;,.:.: ~~~."::iJft:: B/d9.~ 

/.::::: x·\;~:/ 
Memorial :::::: 

Library :~~ {: 

Plocement 
center~ 

M,mo,/a/ HaS •• :.'; Graduate School Jj?::;if 

drBUsln'~ l 

MEMORIAL WAY 

...... \. 

Lourence Frost 
\ 

Amphitheater \ 

MAP MEETING 
LABEL TYPE 

1 I 

2 II 

3 III 

4 IV 

5 V 

6 VI 

7 VII 

8 VIII 

Combined session 
9 (URSI IEMS, IEEE APS, 

USNC/URSiI 

10 
Conference .Registration 

and Message Center 

11 
On-Campus Residence 

and Dining 

~~~~Durond 
, Blume ; Peterson Mitchell 

BUILDING ROOM 

Jordan 040 

Jordan 041 

Political Science 161J 

Quad 370 

120 121 

McCullough 134 

380 - Math 380Y 

Jordan 050 

Dinkelspiel 
Music Building Auditorium 

Tresidder Union 270 

Stern Hall 

~o····'···~~· Rob/, Gym 

~'-' 


